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The following conventions are used in this publication:
As used in this publication, the term “country” does not in all cases refer to a territorial entity that is a state as understood by international law and practice. As used here, the term also covers some territorial entities that are not states but for which statistical data are maintained on a separate and independent basis.
The team at the IMF that has worked on this book has been extremely fortunate to be involved with India precisely as it emerged as a global economic power. In the last several years, India has opened itself to the global economy and become one of the world’s fastest growing economies, the leading outsourcing destination, and a favorite of international investors. At the same time, India faces daunting challenges as it seeks to continue to integrate with the world economy, sustain rapid growth, and improve the well-being of all its citizens. The studies in this book document and analyze India’s impressive achievements, while examining the important and difficult steps that remain to consolidate and build on these gains. It is our hope that these studies can contribute to the vibrant public debate—both within India and outside—on the direction of economic policy in India.
This book grew out of the IMF staff’s ongoing policy dialog with the Indian authorities, in particular at the Ministry of Finance and the Reserve Bank of India. The focus of several chapters was suggested by officials from these agencies, while other chapters benefited from a stimulating exchange of views as well as specific comments and suggestions made by the staff of the Reserve Bank and Ministry of Finance on earlier drafts. The Office of the Executive Director for India at the International Monetary Fund, headed by B.P Misra, has been instrumental in facilitating this dialog while providing helpful input into our work. Wanda Tseng, Deputy Director of the IMF’s Asia and Pacific Department, who has led the department’s work on India for several years, provided critical intellectual leadership for the project. Rabin Hattari, Yuko Kobayashi, and Nong Jotikasthira provided outstanding research and administrative assistance. Esha Ray provided invaluable support in editing the book and coordinating its production.
The opinions expressed here are those of the authors and do not necessarily reflect the views of the Indian authorities, the IMF, or IMF Executive Directors.
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JERALD SCHIFF
There can be little doubt that India is an emerging global economic power. India’s economic growth has averaged some 8 percent over the past three years, placing it among the world’s fastest growing economies. As a result of more than a decade of solid growth, India’s share of world output, at purchasing-power-parity-adjusted exchange rates, has increased from 4.3 percent in 1990 to 5.9 percent in 2005. Growth has been robust in the face of shocks, including the Asian crisis of 1997–98, several below-par monsoons, and the recent sharp increases in energy prices. In line with good growth, poverty has declined dramatically, with estimates indicating a drop in the poverty rate from 41 percent in 1992–93 to less than 29 percent in 2000. The reform process that has helped make this possible—and which began in earnest in 1991—has made steady progress despite several changes in political leadership. Looking ahead, it appears that the broad path of reform—although not the pace or details—is firmly established. And success begets success. India is now more than ever a focus for international investors, who are eager to take part in a new India.
India’s recent rapid development has gone hand in hand with a marked opening of its economy. Tariffs have come down dramatically in the last decade, while capital account restrictions are being gradually lifted. During 2003/04–2004/05 India’s imports (including services) rose by 39 percent a year, twice as fast as in 1990–2002, buoyed by strong investment and consumer demand. Exports grew by 37 percent a year, up from 18 percent growth in 1990–2002, as India benefited from the commodity boom and expanded into engineering goods, pharmaceuticals, and business services. There is also some evidence that India is increasingly tied into regional production processes, with Asia’s share in Indian imports rising steadily and with Asia becoming a major destination for India’s exports. Intra-industry trade with China, in particular, is rising rapidly helping plug India into global production networks. India is also integrating into global financial systems and has benefited from rapidly rising capital inflows, including into the Indian stock market.
Reflecting these developments, India is playing a more important role in the global economy. A few examples only hint at the changes:
India contributed nearly one-fifth of Asian domestic demand growth over 2000–05. Looking forward, India is slated to be the second-largest demand driver in the region, after China.
India accounts for almost one-quarter of the global portfolio flows to emerging market economies, nearly $12 billion in 2005.
India is the world’s leading recipient of remittances, accounting for about 20 percent of global flows.
India is the world’s leading outsourcing destination and is fast emerging as a top 10 tourism destination.
Indian corporates are emerging as key players in their own right. Reliance owns one of the largest refineries in the world, while Tata Steel is among the most efficient producers in the world. Indian firms, in industries including steel and oil, are looking abroad to acquire assets. And Indian corporates are increasingly carrying out their own research and development. In 2004 alone, Indian pharmaceutical companies filed about 200 patents.
India’s demographics underline the potential for an extended period of rapid economic growth. India is an extremely young country, and is one of the few large countries forecast to sustain a growing labor force over the next 40 years (Figure 1.1). Estimates point to between 75 million and 110 million entrants to the labor force over the next decade, with the obvious potential to raise the economic output of the country and underpin India’s competitiveness. Also, because working-age people tend to have a higher propensity to save, India should benefit from a favorable saving trend that will help finance investment and fuel rapid growth.
Figure 1.1. Working Age Population
(In percent of total)
Source: United Nations, Population database.
While India is poised for economic takeoff, continuing success is by no means assured. India’s development path thus far has been considerably different from those of Japan, China, Korea, and the other “Asian tigers” in previous decades. And some of these differences present unique challenges to the country as it moves forward.
Growth in India has been led by services rather than manufacturing. While India’s role as an information technology (IT) provider has been well documented, and is a major growth engine for the country, more rapid development of the manufacturing sector will be needed to generate the sort of lower-skilled jobs that can serve as a ladder out of poverty for many. The current employment elasticity of growth in India implies that a 5 percent rise in real GDP leads to only a 2½ percent rise in employment, and unless this is raised substantially, the large number of new workers can become a massive problem for India rather than a boon. India has the potential to be a manufacturing giant, but needs to remove the considerable roadblocks that industry still faces—notably poor infrastructure, rigid labor laws, and relatively inhospitable business and regulatory environments. Moreover, the reliance on services growth implies a need for a large pipeline of well-trained engineers and scientists, which may not be forthcoming without significant reform of higher education.
Second, in contrast to most other Asian economies, almost two-thirds of the population still derives its income from agriculture. While this reflects in part the limited supply of manufacturing jobs, high levels of illiteracy and extreme poverty in rural areas also mean that individuals may lack information about employment opportunities or the means to move elsewhere. A large share of the population relies on subsistence agriculture, and farming remains heavily rain-dependent, with irrigation lacking in many areas. The high correlation between agricultural growth and rainfall in India (about 0.65), illustrates the dependence of growth on rainfall. For India to achieve and sustain the sort of high growth it is targeting—in the range of 8–10 percent a year—productivity in agriculture needs to be raised, but agricultural workers also need to be provided with the basic tools and opportunities to move to new jobs in manufacturing.
Third, India’s fiscal deficit and debt remain large, constraining its ability to act in key areas. With general government deficits still in excess of 7 percent of GDP and government debt above 85 percent of GDP, the government’s ability to meet the many urgent needs of its population—notably in rural and urban infrastructure, education, and health care—will depend on its success in raising additional revenues without choking off economic growth and limiting inefficient and low-priority spending. The infrastructure gap remains large with inadequate roads, ports, airports, and power increasingly constraining India’s potential growth (Figure 1.2).
Figure 1.2. Measures of Infrastructure Access
Source: World Bank, World Development Indicators database.
Finally, India remains—despite its ongoing reforms—a relatively closed economy. Even though India has received much attention for its role as an outsourcing destination, trade linkages remain comparatively weak. Trade is low when compared to that of other Asian countries that pursued more export-driven growth strategies. India still only accounted for about 1½ percent of the global trade in goods and services in 2005. Although trade with other emerging countries in Asia has expanded rapidly, India’s participation in global production chains, while growing, is in its infancy. While the share of intra-industry trade in East Asia trade rose to 75 percent in 1996–2000 from 42½ percent in 1986–90 (Zebregs, 2004), it only rose to 18 percent from 12 percent between 1992 and 2001 in India (Cerra, Rivera, and Saxena, 2005). As emphasized throughout this volume, the authorities will need to continue to open the economy to take full advantage of globalization and ensure that India reaches its full growth potential.
The Indian authorities are well aware of the challenges they face and are moving to address them. For example, trade tariffs have been coming down for a decade—most recently in the context of the 2006/07 budget—and there are plans to bring these down further to levels of member countries of the Association of South East Asian Nations (ASEAN)—around 8 percent on average—by 2009. India is also active in bilateral and regional trade liberalization, with the South Asia Free Trade Agreement to begin in 2007, and with ongoing discussions with Mercosur, ASEAN, and China, among others. In addition, capital controls on foreign direct investment (FDI) in India and external commercial borrowing by domestic firms are being eased, while the emergence of world-class Indian corporates is being encouraged by the progressive lifting of controls on outward investments. In addition, India has made improving its infrastructure its top priority. A start has been made in creating the fiscal space for greater public investment, and creating a favorable regulatory environment for private infrastructure investment, but the process has only just begun.
In other areas, progress is proving more difficult. The typical political constellation in India—a coalition government at the center and powerful governments pursuing their own agendas at the state level—has made it particularly difficult to overcome vested interests and introduce difficult structural reforms. For instance, privatization of state-owned commercial enterprises has stalled in recent years, forgoing large potential improvements in productivity. Broad labor reforms have faced strong opposition, limiting employment gains. And the inability to fundamentally reform food, fertilizer, and petroleum subsidies has meant that fiscal space for high-priority spending remains limited and incentives for farmers to diversify production and raise exports are muted.
But why quibble with what, by any measure, has been impressive success in recent years? Well, there are actually several reasons.
The consequences for India of a move from good growth to one of very rapid sustained growth is potentially enormous. At 6 percent annual growth, average incomes will double in about 12 years, while at 10 percent it would take just 7 years. The impact of such a development on the living standards of the average Indian would be dramatic. By 2018, an estimated 191 million people would be pulled out of poverty under the high-growth scenario, nearly double that under the lower-growth outcome, and millions of additional people would be pulled into the burgeoning middle class.
It is critical that the current optimism in and about India does not morph into complacency. It is important to remember that India has experienced previous rounds of rapid growth—the mid-1990s come immediately to mind—which were not sustained. The current economic renaissance is a reflection of 15 years of reforms, and continued strong growth will need to be infused by more such reforms. Macroeconomic sustainability—while not currently a major worry—also remains an issue. A period of robust growth in the 1980s was brought to a halt in large part by high fiscal deficits and macro-economic imbalances and with fiscal deficits still high, India cannot be considered out of the woods in this regard.
Policies need to ensure that reform and growth are politically and socially sustainable. As the 2003 national elections underscored, reforms leading to rapid growth—but which are not seen as promoting equitable sharing of the benefits from that growth—may not receive the public support necessary to ensure their completion. The reform process thus far has not eliminated the sense that there are two Indias. Poverty remains high—almost one-third of Indians live on less than a dollar a day—regional disparities are growing, and the rapidly expanding working population will need jobs. While high-tech centers generate worldwide notice and have contributed to the growth of the middle class, they remain a small enclave. It is critical that poverty reduction, already proceeding at a rapid rate, be accelerated and that poor states and regions be brought on board.
This book, then, appears at an opportune time. Are we seeing the first years of a “Golden Age” for India? Or is this another period of strong, but ultimately unsustainable, growth. Prime Minister Singh put the choice clearly in a speech in 2005, “We must think big and bold. We must move away from the paradigm of incremental growth to a paradigm of exponential growth and growth into uncharted territory.” He stressed that success stories from both the public and private sectors should be replicated so that more and more Indian firms can “go global.” In this book, we look more closely at that paradigm of exponential growth and at what an India that goes more fully global would like look.
Perhaps the best way to begin a discussion of India’s economic policies in a new globalized environment is to look at what has worked thus far. In this regard, India’s states—with a wide range of demographic characteristics and economic policies and outcomes—can serve as a useful “laboratory.” Chapter 2 examines the determinants of the disparate economic outcomes across states, both to draw implications for policy and to assess whether poor states are catching up or being left behind. Among the key findings: the gap between rich and poor states is widening, with richer and faster growing states also more effective at generating jobs and reducing poverty. Much of this difference reflects policy choices. In particular, states that encourage private investment, limit the size of government, and focus on improving institutions see a large payoff.
With India embarked on a seemingly irreversible opening to the global economy, it is presented with important new opportunities. Policies must be directed at ensuring that India—and the broad cross-section of Indian citizens—grasps these opportunities. Chapter 3 focuses on one aspect of this effort to maximize gains from globalization: the nexus between India’s increased openness to trade and the opening of its capital account. Trade and capital account liberalization have been gradual processes in India, with beneficial effects on productivity, growth, and inflation. The chapter finds, moreover, that the opening to trade and capital have been mutually reinforcing. For instance, FDI has brought with it imports from the home country as well as technological know-how and an increased capacity to export, while easing restrictions on external borrowing has raised trade by lowering borrowing costs for Indian corporates. Increased trade, in turn, has raised the demand for the hedging opportunities and financial deepening that capital account liberalization can bring. With a good deal still to accomplish to complete India’s integration with the world economy, sequencing of remaining steps will need to be closely considered to maximize these synergies.
With lowered barriers to trade, it will be increasingly important that policies aim at enhancing competitiveness. In this context, Chapter 4 looks closely at the state of India’s competitiveness, noting that India’s export performance has been solid and that India has made significant inroads in gaining market share, both in Asia and in new markets, such as Africa. However, export performance would be greatly enhanced with improved infrastructure, lower tariffs, and a more friendly business environment. An important finding is that the exchange rate is not a bar to competitiveness, with no evidence that the rupee is fundamentally misaligned. Continued exchange rate flexibility would, then, be a key to ensuring that India can continue to enhance its global competitiveness.
Capital account liberalization has allowed India to attract large portfolio flows, but reforms are needed to raise FDI, which remains a disappointment. FDI can bring with it—in addition to increased capital—cutting-edge technology and managerial know-how. But India is not fully reaping these benefits. In 2003, the stock of FDI to India totaled just 5 percent of GDP compared, for example, to 31 percent for Thailand and 35 percent for China. But the most striking fact is that, at the same time that FDI lags, surveys consistently point to India as one of the top two or three destinations for FDI in the coming years. So, the opportunity is there for the taking. In this context, Chapter 5 examines the reasons behind India’s relatively poor performance in attracting FDI. The analysis suggests that while sectoral restrictions on FDI have played some role, India’s FDI regime is not overly restrictive by international standards. Rather, what is mainly holding back FDI is broader difficulties of doing business. A few statistics serve to define the problem: to start a business in Korea takes 22 days and in China 41. But in India, it takes 89 days. And enforcing a contract takes 425 days in India, more than five times longer than Korea and nearly double that in China. Addressing such bottlenecks—along with closing India’s infrastructure gap—should make India one of the primary FDI destinations in the world in the coming years.
In opening itself to the global economy, a healthy and vibrant financial sector is becoming a pillar of India’s development. Recent growth in India has been accompanied by increased lending and, while rapid credit growth poses some potential risks, the financial sector has become increasingly healthy. With this sound base, the authorities are now looking for ways to continue to deepen financial intermediation. Chapter 6 addresses these issues, examining how India can develop a world-class financial sector. The chapter notes that, despite recent rapid growth, the credit-to-GDP ratio and the public’s access to banking services remain low and the banking system is dominated by less efficient public sector banks. Development could be spurred by allowing more private ownership in the banking system—domestic as well as foreign—eliminating structural constraints to lending to small enterprises and agriculture, and continuing to strengthen prudential oversight.
Fiscal reform—a long-standing concern—becomes all the more important in a global India. Despite recent progress, India’s high fiscal deficits and heavy debt burden remain a barrier to more rapid sustained growth. Tax and expenditure reform will be needed to create space for infrastructure investment and social spending, and facilitate private investment. It is estimated that infrastructure spending needs to rise by some 3 percent of GDP a year for India to maintain its current growth performance. Also, the government aims to double spending on health and education over the medium term, a potential rise of another 3–4 percent of GDP. Moreover, with private investment on the rise, crowding out is increasingly a concern, as corporate and small business borrowers come face-to-face with the government’s still large financing needs.
As discussed in Chapter 7, India’s federal system has tended to complicate efforts at fiscal adjustment. India’s states undertake more than half of general government expenditure and account for roughly half of the general government deficit that stands—even after several years of adjustment—in excess of 7 percent of GDP. Moreover, India’s states have been more reliant on resources transferred from the center and have faced less stringent borrowing constraints than state-level governments in many other countries, contributing to fiscal indiscipline. With the 2005/06 budget, the central government has sought to address these issues. As the chapter points out, the reforms—including harder budget constraints on states and more conditionality on transfers—move in the right direction. But more needs to be done—a number of states will likely remain in a vulnerable position for some time to come, making it difficult for them to meet their objectives for higher spending on infrastructure, health care, and education.
As the government’s overall spending needs are unlikely to decline for some time, tax reform, examined in Chapters 8 and 9, will be a key to addressing fiscal issues. Chapter 8 finds that, while India’s tax collections are broadly in line with countries at a similar stage of development, they lag well behind those of more advanced emerging market economies. The chapter lays out a strategy for reform that could generate revenues equal to about 4 percentage points of GDP, solely via base broadening. Chapter 9 analyzes the scope for such base broadening to stimulate growth by generating efficiency gains in investment. Combined, the two chapters deliver the message that fiscal adjustment in India can, if done right, be very much pro-growth and pro-poor.
India’s booming services sector provides eloquent testimony to its ability to thrive with globalization. Chapter 10 examines the rapid growth in services, finding that liberalization has been a driving factor behind this growth. The ability of India to compete on the global stage is amply illustrated by the boom in IT. While a rising home-grown demand is playing some role in the IT sector’s growth, the story is overwhelmingly one of India competing—and winning—in the globalized economy. The exports of the Indian IT sector grew by an estimated 32 percent in 2005/06 following similar robust growth the previous year. With Indian firms exporting services ranging from call centers to medical diagnostics to tutoring of American high school students, India’s position of world leadership in IT is well known. And the IT success story is largely one of private sector initiative, with the government stepping back and focusing on providing an enabling environment.
If the growth of the IT sector underlines India’s potential, the experience of the textile industry also points to the unfinished nature of the reform process. Chapter 11 examines the likely impact of the recent lifting of quotas on textiles and clothing, which provides an excellent example of the opportunities and challenges facing India. India has a centuries-old tradition of producing textiles admired around the world. Also, Indian exports were constrained by quotas before 2005, pointing to the potential for large gains with their elimination. However, performance in the textile industry in the past year has been decidedly mixed—India has gained market share, in particular in the key U.S. market, but has done so to a much lesser degree than China. And even these gains may be at risk once China’s voluntary quota agreements with the United States and the European Union lapse. As the chapter makes clear, both improved infrastructure and removal of a number of structural barriers—including rigid labor laws—will be needed for India to repeat the success it has achieved in services.
With India seeking to strengthen global linkages, it should begin playing a significantly bigger role in the world economy. India’s role as an engine for global growth has been limited by the still relatively closed nature of its economy. Even so, given its sheer size, a sustained takeoff in India can have a substantial impact in Asia and the rest of the world. More to the point, over the next five years, Indian exports are expected to more than double while imports will nearly triple. Moreover, with a rising working-age population over the next 40 years, long-term growth prospects should receive a further boost. Should India succeed as expected, new and improved Indian firms as well as a huge new middle class of several hundred million consumers will be unleashed on the global economy, with a major impact on world trade, prices, and growth. As India’s manufacturing sector and exports become more competitive, it will present a major challenge for its neighbors. But a prosperous and outward-looking India would present even more opportunities for Asia and the world.
1 Cerra , Valerie , Sandra A. Rivera , and Sweta Chaman Saxena , 2005 , “Crouching Tiger, Hidden Dragon: What Are the Consequences of China’s WTO Entry for India’s Trade?” IMF Working Paper No. 05/101 (Washington: International Monetary Fund).
2 Zebregs , Harm , 2004 , “Intraregional Trade in Emerging Asia,” IMF Policy Discussion Paper No. 04/1 (Washington: International Monetary Fund).
CATRIONA PURFIELD
Despite India’s recent strong economic performance there is a growing concern that growth has benefited India’s richer states, leaving the poorer states lagging further and further behind. As India’s poorest states are also its most populous, one concern is that unless these states begin to share in the benefits of growth, an increasing proportion of the population will be left in poverty and subject to rising inequality, leading to social, political, and economic difficulties. Moreover, as many perceive that globalization and economic liberalization contributed to this state of affairs, economic divergence could erode support for further economic reform and opening of the Indian economy. These concerns gain even greater traction when one considers that about 60 percent of the forecast 620 million increase in the Indian population between now and 2051 is expected to occur in three of its poorest states: Bihar, Madhya Pradesh, and Uttar Pradesh (Visaria and Visaria, 2003).
A rich literature uses state data to test whether growth in regions within India has converged or diverged over time. However, as is often the case in such studies, the results for India are conflicting. For example, Cashin and Sahay (1996) and Aiyar (2001) find evidence of convergence after controlling for differences in initial economic conditions, but Rao, Shand, Kalirajan (1999), Bajpai and Sachs (1996), and Sinha and Sinha (2000) find divergence. Aiyar (2001) also observes that education and investment helped to reduce cross-state income divergence, while Cashin and Sahay (1996) found fiscal transfers were a significant equalizing force. Various studies have also made opposing claims about the impact of the globalization and economic reform post-1991 on income convergence, although few have conducted rigorous statistical tests of this hypothesis. Bhattacharya and Sakthivel (2004) and Kumar (2004) assert that the reforms of the 1990s exacerbated the gap between richer and poorer states, while Ahluwalia (2002) claims that reforms in the 1990s helped reduce the gap. In light of the wide range of evidence, this chapter seeks to shed light on the debate by asking two related questions. First, have poorer states in fact fallen further behind richer states, particularly since the 1990s? Second, why have certain states performed better than others? If state-level economic policies have an impact on growth, better policies could help laggard states catch up. This chapter first presents stylized facts about growth across Indian states and then assesses empirically the question of convergence and the impact of state policy on growth and poverty before drawing conclusions.
The disparity in economic conditions across Indian states is large and growing (Table 2.1). Over the past three decades, the ranking of states by income into poor, medium, and rich has changed remarkably little and although poverty has declined, it has become more spatially concentrated. We highlight five key facts about the pattern of development across states.
Table 2.1. Then and Now: Summary Income, Growth, and Poverty Indicators, 1970–2004
Sources: Economic and Political Weekly States database; and IMF staff calculations.
The gap in per capita income between the richer and poorer states has widened over the previous three decades.1 Rich states have also grown over three times faster than poorer states so that by March 2004, the ratio of per capita income in the richest state (Punjab) to that in the poorest state (Bihar) had risen to 4.5 from 3.4 in 1970. There is also a strong correlation between the pace of growth and initial income levels. Dividing the sample into states that grew at rates above and below the national growth rate, we find that all of the poor states plus Kerala grew more slowly than the national average over the 1970–2004 period (Table 2.2). The rapidly growing states, which included mainly the middle-income states (Andhra Pradesh, West Bengal, and Karnataka) and the rich states (Gujarat and Maharashtra), grew over twice as fast as the slowly growing states.
Table 2.2. Absolute Divergence in Growth Rates
Sources: IMF staff calculations; and Economic and Political Weekly States database.
A state’s record in reducing poverty reflects both differences in the level of growth and in the effectiveness of this growth in reducing poverty.
Overall, growth in India has reduced poverty less than proportionately and there is huge variation across states in poverty-growth elasticities (Table 2.3). Notably, not only have richer states tended to grow more rapidly, but they have been about 50 percent more effective in reducing poverty than poorer states for each percentage point of growth.2
Table 2.3. Cross-State Variation in Poverty-Growth Elasticities, 1977–20011
Source: IMF staff calculations.
1 Head count poverty ratio regressed on real per capita net state domestic product. White-corrected heteroskedasticity errors. All variables are in logs. *** implies significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level.
To evaluate more closely the relative importance of differences in growth rates and poverty-growth elasticities, the decline in the poverty head count ratio is expressed as:
where pst is the reduction in the poverty rate between 1977 and 2001 in a given state, s, ɛ is the average India poverty-growth elasticity, g is the average India growth rate, and ɛs and gs are the state-specific average poverty-growth elasticity and growth rates. The first term measures the average reduction in poverty, the second differences across states in the effectiveness of growth in reducing poverty, and the third differences in growth rates across states. Terms two and three can be used to classify states according to the relative importance of the pace of growth and the effectiveness of this growth in reducing poverty.
States in the upper left-hand corner of Table 2.4 have the best of both worlds: growth in these states was faster than the Indian average and was effective in reducing poverty. In contrast, states in the lower right-hand corner experienced below-average growth and its effectiveness in reducing poverty was less than average. However, Table 2.4 underscores that some fast growing states were not as effective as slower growing states in reducing poverty. The policies explored in the next section may also help explain why some states are more effective than others in reducing poverty.
Table 2.4. Ranking of States by the Sources of Poverty Reduction, 1977–2001
Source: IMF staff estimates.
1 Using gross state domestic product. Most recent poverty data available are from 2001.
While employment has risen across all states in the past three decades, the pace of job creation in middle- and high-income states far outstripped that of poorer states. India’s poorest and most populous states where about 40 percent of the population live only account for one-quarter of organized sector employment in India, although the poor quality of employment data should be kept in mind.3 While employment growth has in all states been driven by the public sector, the latter played a more crucial role in the poorer states where the private sector progressively shed jobs (Table 2.5).
Table 2.5. Structure of Employment in the Organized Sector1
Source: Ministry of Labour.
1 These states accounted for 90 percent of organized sector employment in 1970/71 and 86.5 percent in 2001/02.
2 Simple average over each income group.
3 1972/73.
States differ greatly in their ability to translate growth into jobs. Although puzzling for a labor-rich country, it has been well documented that growth in India has not been very job intensive—the national growth-employment elasticity for the organized sector is only 0.5. Moreover, poorer states have fared even worse than this. Notwithstanding this, Tables 2.6 and 2.7 show that high-growth states have generally been more successful in translating growth into jobs, which may also help explain why states such as Andhra Pradesh, Gujarat, and Tamil Nadu have made large inroads into poverty. However, it is also the case that some rapidly growing states (Madhya Pradesh, Maharashtra, and West Bengal) have been less successful in generating job-intensive growth.
Table 2.6. Cross-State Variation in Employment-Growth Elasticities, 1970/71–2001/021
Source: IMF staff calculations.
1 Using employment in the organized sector. *** implies significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level.
2 Simple average across states in each income group.
3 Regressions included a dummy variable to capture year when new state was formed.
Table 2.7. Ranking of States by Sources of Employment Generation, 1970/71–2001/02
Source: IMF staff estimates.
Economic activity is highly concentrated, and India’s most populous states contribute less to output than their share in the population. The five poorest states with 40 percent of the population produce only one-quarter of total output. The richest five states, which are home to only about one-fourth of India’s population, produce over 40 percent. There are also large geographical disparities in the sectoral distribution of economic activity. While about half of total agricultural value added in India is produced in the northern and central states, the coastal states of Maharashtra, Gujarat, and Tamil Nadu produced 40 percent of industrial and service sector output. Such disparities are not unusual. In fact, the concentration of economic activity observed in India is very similar to that observed by Easterly and Levine (2002) in the United States. The correlation between poverty and geographic location is also high. India’s poorest states are mainly located in the central and northern regions, where the head count poverty ratios generally exceed 30 percent. Middle- and high-income states are located mainly in the coastal areas.4
One might expect that capital—and jobs—would tend to move to poorer states, attracted by a pool of low-paid or unemployed workers. However, the evidence shows that capital goes primarily to the richer states, exacerbating the plight of poor states. Using the stock of credit from scheduled commercial banks to proxy capital stock, we find that the five richest states received a disproportionate share of capital, about 55 percent of total stock. The five poor states received only 15 percent.5 Chapter 5 also shows that about half of total foreign direct investment (FDI) approvals in India go to five rich states.
Another possible mechanism for equilibrating incomes across states would be labor migration from poorer to richer states. In fact, labor in India does migrate to the richer states, but the overall level of labor mobility in India across state borders is very low and does little to assist the convergence process (Table 2.8). Only 6 percent of migration in rural areas and 20 percent of migration in urban areas occurred across state borders.6 Net outward migration is highest from the northern and central states of Bihar, Uttar Pradesh, and Punjab. Delhi and the coastal states of Maharashtra and Gujarat are the prime migration destinations. India’s wealthiest states attracted about half of the total number of migrants during 1999–2000. However, limited cross-state migration is consistent with Cashin and Sahay (1996), who find that state-to-state migration in India is not very responsive to cross-state income differentials. The low level of cross-state migration may reflect language barriers and poverty, as poorer individuals may find it difficult to finance a move to a different state in the absence of family ties.
Table 2.8. Interstate Migration, 1971–2000
(In percent)1
Sources: National Sample Survey Organisation (2001); and Cashin and Sahay (1996).
1 Average annual net migration as a share of state population at the start of each decade.
Table 2.9. Volatility in Economic Growth
Sources: IMF staff calculations; and Economic and Political Weekly States database.
Individuals, in particular the poor, are vulnerable to large swings in income. In this context, a key fact is that growth has been the most volatile in the poorer states, and increasingly so since the early 1980s. This stands in marked contrast to the experiences of rich and middle-income states. However, Table 2.9 shows that the fastest growing states (the three middle-income and two high-income states) experienced greater volatility in growth rates than slower growing states, suggesting that despite experiencing temporary busts, on average, these states ended up with higher per capita incomes.7
In sum, the stylized facts in this section suggest that the income gap between richer and poorer states has widened. States differ greatly in their ability to attract investment and translate growth into more jobs and less poverty. In many ways, these findings contrast with those of the theoretical neoclassical convergence literature, which predicts that states that are initially poor should grow faster than richer ones, and that capital and labor will migrate to ensure convergence.8 However, the concentration of economic activity across states may reflect other factors highlighted in the economic geography literature, such as locational advantages in terms of access to markets and supply sources (Redding and Venables, 2004), transport and congestion costs (Krugman, 1991), and scale economies and spillovers of knowledge and information (Fujita, Krugman, and Venables, 1999) that can lead to the agglomeration of economic activity. Moreover, the analysis also suggests that while high growth is generally associated with poverty reduction and job creation, growth alone is not enough to ensure good outcomes on these two fronts. We turn next to examine whether differences in economic policies across states affect economic performance.
There have been various attempts to assess econometrically whether differences in economic policies across states account for the differences in the pattern of state-level growth. Generally, states that liberalize factor markets and promote good institutions are found to have fared better than others. Besley and Burgess (2000, 2004) look at the impact of specific economic reforms on manufacturing and agricultural growth. They find that states that amended labor laws in favor of workers experienced lower growth in output, employment, investment, and productivity in the formal manufacturing sector and increases in urban poverty. In agriculture, states that amended land laws to encourage redistribution of land to laborers and the amalgamation of farms into viable units experienced higher investment, productivity, and output growth. Banerjee and Iyer (2005) use district-level data and find that areas in which proprietary land rights were historically given to landlords had significantly lower agricultural investments and productivity after independence than areas in which these rights were given to cultivators. Burgess and Pande (2004) noted that the Indian rural bank branch expansion program of 1977–90 significantly lowered rural poverty and increased nonagricultural output.9 Kochhar and others (2006) found that states with weaker institutions and poorer infrastructure experienced lower GDP and industrial growth, particularly in electricity- and infrastructure-intensive sectors. Surveys of over 2,000 business establishments across 20 states conducted by Indicus Analytics (2004) are also suggestive of a positive relationship between a state’s economic policy environment and its growth performance.
To test this link more formally, we identify various time-series indicators of economic policy at the state level on the basis of the literature and the availability of data. The purpose is not to identify an exhaustive list of the determinants of growth or to rank the importance of each factor but rather to assess whether policies are linked with growth and whether they can account for the cross-state pattern of economic performance. In general, the real per capita growth rate of a state is related to two kinds of variables. The first type proxies initial economic conditions, such as the structure of a state’s economy. In line with the convergence literature (Barro and Sala-i-Martin, 1999), the second group of policy variables reflects actions by the government or individuals that can have a direct effect on a state’s steady-state or long-run level of per capita income. The extent of time-series data varies, but generally cover the 1973–2003 period with the exception of infrastructure where data are only available from the 1980s onward. The variables used in the analysis are described below and key correlations are illustrated in Figure 2.1.
Figure 2.1. State-Level Economic Growth and Changing Business Climate Indicators
Sources: Besley and Burgess (2000 and 2004); Reserve Bank of India; Ministry of Power; Department of Road Transport and Highways; National Sample Survey Organisation; and IMF staff calculations.
In contrast to other studies, the use of time-series data on these variables allows the analysis to assess whether changes in policies in a given state, as well as differences in the policy environment across states, affected cross-state growth rates. Our richer database may account for differences in the findings with other studies such as Ahluwalia (2002) and Kochhar and others (2006), who rely on time-invariant or static measures of state institutions sampled at fixed points in time.
The econometric analysis utilizes a generalized method of moments (GMM) dynamic panel estimate to assess the relationship between policy and economic growth. The panel consists of data for India’s 15 largest states for 1973/74–2002/03 averaged over six nonoverlapping five-year periods. The GMM estimator has the advantage that it allows past realizations of the dependent variable to affect its current level using lagged levels of the dependent and predetermined variables.11 Time dummies are included to account for time-specific effects. Robust standard errors are reported.
The results of the analysis are summarized in Table 2.10. Specifications I and II examine the question of absolute convergence, namely whether poor states grow faster toward their steady state than richer states absent policy controls. Specification II interacts initial income with a post-1991 dummy variable to assess if convergence or divergence accelerated post-1991. Specifications III-V examine the relationship between growth and state-level policies. Specification III includes all those variables for which data are available from 1973/74 to 2002/03, specification IV adds indicators of infrastructure that are available over a shorter time span, while specification V assesses whether state-level policies mattered more for individual economic performance post-1991 by interacting the policy variables with the post-1991 dummy. In sum, the findings suggest the following:
Table 2.10. India: Determinants of State Real Per Capita Income
Source: IMF staff estimates.
1 Robust standard errors are reported in parentheses. All variables, with the exception of the variable for labor regulation are in logs. *** implies significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level.
Box 2.1. International Evidence on Regional Convergence
The speed of conditional convergence in incomes across Indian states mirrors that found by studies of regions in other industrial and emerging market economies. The speed of convergence across regions in developing countries or in panel data sets generally appear to be faster than that commonly found in studies of regions of industrial countries or across countries. For example, Barro and Sala-i-Martin (1991) and Sala-i-Martin (1996) show that the speed of convergence across the regions of the United States, Europe, and Japan is close to 2 percent. Islam (1995) finds that speeds of convergence across 97 countries range from 4 percent to 10 percent, depending on the method of estimation used. Canova and Marcet (1995) find that the speed of convergence across regions of Western Europe to be as high as 20 percent, whereas Caselli, Esquivel, and Lefort (1996) estimate a speed of convergence of about 13 percent a year across 97 different countries.
China. Jian, Sachs, and Warner (1996) examine convergence in incomes across China’s provinces. They find only weak evidence of convergence during the central planning period (1952–65), and during the cultural revolution (1965–78) incomes across provinces diverged strongly. Convergence following the start of economic reforms in 1978 was most closely associated with rural reform, and was strong in coastal areas where trade and investment flows were liberalized. However, their study only extended to 1993 and toward the end of their sample there was some tendency toward divergence. Using a GMM estimator, Weeks and Yao (2003) show that China’s provinces converged at a rate of only 0.4 percent a year in the 1953–77 period but in the postreform 1978–97 period convergence accelerated to 2.2 percent a year.
Korea. Koo, Kim, and Kim (1998) note that per capita incomes across Korea’s 10 states converged between 1967 and 1992 at an annual rate of between 4 percent and 6 percent. However, in two five-year subperiods between 1972 and 1982, income diverged because regions responded differently to the 1970s’ oil price shocks. However, industrial policy promoted convergence during 1977–82. Migration was found to have little impact on regional convergence.
Latin America. In Brazil, Ferreira (1999) finds evidence of conditional convergence between 1939 and 1995 and estimates that by 1995 the income of a number of poor states was very close to their steady-state values, suggesting that looking forward large income disparities would remain across states. In Colombia, Cárdenas and Pontón (1995) determine a rate of convergence across Colombia’s 22 departments between 1950 and 1990 of 4 percent a year without controls for initial conditions, and 5¼ percent a year if regional controls were included in the analysis. Labor migration did not play a large role in promoting convergence, except in the 1960s. Elías and Fuentes (1998) find evidence that rates of conditional convergence across regions were higher within Chile than in Argentina between 1960 and 1985. After controlling for differences in initial conditions, they estimate the rate of convergence in labor income to be 2 percent.
Spain. De la Fuente (2002) finds evidence that the speed of convergence across Spanish regions varied over time and was not necessarily fastest during periods of high national growth. Income per capita converged at an average annual rate of about 2½ percent between 1965 and 1975, slowed to about 1 percent during the crises of 1975–85, and fell to 0.4 percent between 1985 and 1995, at a time when Spain was growing faster than most industrial countries. The slowdown in the rate of convergence reflects lower employment generation and a fall in internal migration. Leonida and Montolio (2004) note that the convergence in incomes stalled in the 1980s but recommenced in the 1990s.
In sum, the findings suggest that states can influence their relative growth performance by adopting better economic policies. A state can improve its long-run economic position by bringing about improvements in its investment, fiscal, and infrastructure policies. The results on the impact of state economic structure also point to a need in some poor performing states to diversify economic activity away from agriculture and industry and adopt policies that make these sectors more productive.
This chapter examined how growth and economic performance have varied across India’s largest states over the past 30 years. It documented five stylized facts about their performance: (1) the gap in real per capita incomes between rich and poor states has widened over time; (2) rich and faster growing states have generally been more effective in reducing poverty; (3) poor and slower growing states have had very little success in generating private sector jobs; (4) labor and capital flows appear to do little to close the gap in incomes between poor and rich states; and (5) poor states experience the greatest volatility in economic growth.
This chapter then examined the link between state-level policies and economic growth. The econometric analysis presented evidence that state-level polices are a key factor influencing the pattern of economic growth across Indian states. Greater private sector investment, smaller governments, and better state-level institutions (as proxied by transmission and distributional losses of state electricity boards) are found to be positively associated with growth performance, but the impact of labor market policies are more difficult to discern. The historical structure of economic activity in a state also appears to matter for a state’s subsequent growth performance. All this suggests that states can influence their relative growth performance and accelerate convergence through their policy choices.
State-level income data is derived from the Economic and Political Weekly States database and the Central Statistical Organisation. The sample of 15 states account for 95 percent of India’s population and about 80 percent of its domestic product. Using these data we construct an annual series on real net state per capita incomes and the share of agriculture, industry, and services by splicing the three base year series on real NSDP to arrive at a series based in 1993/94 prices. In the absence of state-level aggregate investment or capital stock data, we utilize the stock of credit extended by scheduled commercial banks reported in the Reserve Bank of India’s (RBI) Basic Statistical Tables from the banking system starting in 1973, translated into real terms using state-level NSDP deflators. Literacy rates are derived from various rounds of the National Sample Survey with intervening survey years constructed by linear extrapolation. Data on labor market regulation were provided by Tim Besley, and are available at http://sticerd.lse.ac.uk/eopp/research/indian.asp, and were updated using Industrial Law (Malik, 2003). Employment and labor disputes data were provided by the Ministry of Labour, as reported in the annual editions of the Indian Labour Yearbook. Electricity sector transmission and distribution losses as a percent of availability were derived from the Annual Reports of State Electricity Boards available from the Ministry of Power and Planning Commission (see http://planningcommission.nic.in/reports/genrep/reportsf.htm). Data on state government spending were derived from the World Bank’s States Fiscal Database and http://sticerd.lse.ac.uk/eopp/research/indian.asp, and the primary source for these data is the RBI’s annual report on state finances.
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RENU KOHLI AND MICHAEL WATTLEWORTH
The Indian economy has become increasingly open over the course of the past two decades. The combined share of imports and exports in the Indian economy has doubled over the past 20 years to reach about 35 percent of GDP in 2005. Capital flows have also been on the rise—in 2005, India was the top destination in Asia for private equity funds. Most observers attribute the rise in trade and capital flows to the liberalization of the economy, particularly the reduction of trade tariffs and capital controls. This process began in the 1980s but gathered steam following the 1991 balance of payments crisis and continues today. Despite these changes, however, India still accounts for a small share of world trade in goods and services: only 1½ percent in 2005 compared, for example, to China’s 6¼ percent. Its net capital inflows of 3 percent of GDP are also still small in a regional context.
The fact that India has still to make significant inroads into global trade and financial markets only serves to underscore the substantial potential for greater openness to boost growth. Both trade reforms and capital account liberalization are ongoing, and continued opening to global markets will have important benefits for India. Moreover, these two pillars of increased openness have been, and will likely continue to be, mutually reinforcing. This chapter examines more closely the linkages between trade and financial openness in India. It first reviews the international literature, which emphasizes the positive effects that financial integration can have on trade. Next, it describes the key reforms in the areas of trade and capital account liberalization in India, highlighting how they have moved in tandem over the past two decades, and explores the potential linkages between the two processes. The following section conducts a more rigorous empirical analysis of the linkages between trade and financial openness in India, and the final section concludes.
Various studies across a wide range of countries find close links between trade and financial openness. Aizenman and Noy (2004) find strong bidirectional effects between the two with almost 90 percent of the feedback running from financial openness to trade. Chowdhury (2005) similarly finds financial openness to be an important driver of trade in goods and services in European countries and members of the Commonwealth of Independent States. Rose and Spiegel (2004) show that trade positively influences bilateral lending patterns, while Lane and Milesi-Ferretti (2004) demonstrate a similar positive correlation between bilateral equity holdings and trade in goods and services.
Why are financial and trade openness mutually reinforcing? The literature explores various potential reasons.
The process of trade liberalization in India began in the early 1980s, but gained momentum following the 1991 balance of payments crisis. The peak tariff rate on nonagricultural goods has fallen progressively from 150 percent in 1991/92 to 12½ percent in 2006 and the share of customs revenue in GDP—about 1.8 percent of GDP in 2005/06—has halved. Nontariff barriers were also eased with licensing restrictions on raw materials and intermediate and capital goods eliminated in 1991 and a tariff line-wise import policy introduced in 1996. As a result, the share of unrestricted import products in total imports has increased to more than 95 percent from under two-thirds in 1996 and the proportion of “canalized”5 items in total imports declined from 27 percent to 19 percent between 1988/89 and 1997/98.6 The impact of these reforms has been mostly positive (Box 3.1).
Box 3.1. Empirical Evidence on Trade Liberalization
Empirical assessments of trade liberalization have shown the benefits of trade reforms on productivity growth and the current account, but the impact on poverty and income inequality is unclear. Trade indicators have strengthened since the 1980s, with manufacturing exports growing significantly (see table).
Manufacturing and Total Trade Indicators, 1980–2003
Sources: IMF, Balance of Payments Statistics; World Bank, World Development Indicators; and IMF staff calculations.
At the firm level, trade liberalization has been particularly beneficial to total factor productivity growth in industries close to the technological frontier (Aghion and others, 2003; Siddharthan and Lal, 2004), firms located in regions or sectors with a more flexible labor environment, and those that were privately managed (Topalova, 2004a). However, the impact on poverty and income inequality remains inconclusive (Topalova, 2004b; Mishra and Kumar, 2005).
The effect of trade reforms on macroeconomic variables has also been positive. Most studies conclude that trade liberalization resulted in a trade surplus in intermediate and capital goods, rising imports and exports (Goldar, 2002; Virmani and others, 2004), increased intra-industry trade (Veeramani, 2004), and greater diversity and resilience in the balance of payments (Virmani, 2003). As a result of the reductions in trade protection since the early 1990s, economic growth accelerated at both the national and state levels (Ahluwalia, 2000, 2002).
In parallel, the government began to gradually relax controls on capital inflows, particularly direct and portfolio investments from the early 1990s (Box 3.2). A relatively well-developed equity market facilitated these reforms. Reforms initiated between 1991 and 1997 aimed to increase the extent of foreign investor participation in the stock market while expanding the range of sectors open to FDI. Quantitative ceilings on foreign investment through the stock exchange were steadily raised and the domestic debt market was opened to some limited foreign investment in 1997. At the same time, the government also made it easier for resident corporates to tap international financial markets, while keeping controls on resident individuals in place. Initially, access to foreign commercial borrowings by corporates was confined to infrastructure, core (industries that produce primary products as raw material inputs for other firms), and export-oriented industries, but was subsequently extended to other manufacturing firms. However, throughout the capital account liberalization process, controls have been maintained on the maturity and end-use of external borrowings, and the flow of funds into India have been controlled via quantitative ceilings to keep external debt indicators at sustainable levels thereby safeguarding India’s vulnerability to external shocks.
These reforms were successful in raising India’s openness to trade and financial flows (Figure 3.1).7 The share of exports in GDP jumped from 6.2 percent in the 1980s to 15.1 percent of GDP during 2000–05. Import shares also climbed from 8.9 percent of GDP to 17.1 percent of GDP over the same period. The pace of import growth accelerated in the 1990s and the structure of imports moved toward technology-intensive and export-oriented products, with capital and intermediate goods emerging as principal import items. (Chapter 4 also shows that Indian exports have made inroads into new markets and have broadened into the high-growth areas of iron and steel, petroleum, and pharmaceutical products.) Financial flows have multiplied, driven mainly by a surge in portfolio inflows and external commercial borrowings. Nevertheless, as Figure 3.2 shows, India still ranks low on measures of trade and financial openness compared with other emerging market economies.
Figure 3.1. Trade and Financial Openness
(In percent of GDP)
Sources: Lane and Milesi-Ferretti database on capital stocks and flows; and IMF, International Financial Statistics.
Figure 3.2. India’s Financial and Trade Openness in International Perspective, 2003
Sources: Lane and Milesi-Ferretti database on capital stocks and flows; and IMF, International Financial Statistics.
Trade and financial openness appear to be complementary both over time and across countries. Measures of trade and financial openness in India are positively correlated over the 1970–2003 period and the correlation appears stronger in the post-1991 liberalization period (Figure 3.3). Gross financial flows also display a strong and positive correlation with the current account balance (net flows) in the postreform period and a bivariate regression of the change in trade and financial openness constitutes further evidence of the positive relationship between the two.
Figure 3.3. Correlation of Financial and Trade Openness: Financial Openness and the Current Account
(Five-year averages)
Sources: Lane and Milesi-Ferretti database on capital stocks and flows; and IMF, International Financial Statistics.
One channel through which financial liberalization may have contributed to greater trade in India is through the cost of capital. Table 3.1 shows that the cost of external capital declined sharply over the course of the 1990s, and the fact that the share of private debt in total external debt rose from 40 percent in 1995 to over 60 percent in 2004 appears to confirm that domestic firms were taking advantage of their enhanced freedom to borrow abroad. The liberalization of foreign equity inflows will also have augmented the supply of equity finance and lowered domestic borrowing costs.
Table 3.1. Domestic and Foreign Borrowing Costs, 1981–2003
Sources: Reserve Bank of India, Handbook of Statistics; IMF, International Financial Statistics; and IMF staff calculations.
FDI has not historically been a major driver of India’s growing openness, in contrast to many Asian countries, but it is increasingly becoming so. FDI inflows to India have been comparatively low (see Chapter 5) and initial FDI inflows were concentrated in areas such as domestic appliances, food and dairy products, and financial sectors that sought to tap India’s large domestic market rather than establish export potential. The notable exception was the information technology (IT) sector, which was identified as a thrust area for foreign investment in the early stages of liberalization.8 In recent years, however, FDI inflows and export growth in manufacturing sectors such as chemicals, electronics, and engineering as well as services have accelerated (Figure 3.4). Moreover, the indirect effects of FDI—including technological and skill advancement, spillovers, and related externalities—are clearly visible in India.
Figure 3.4. Exports by Sector
(In millions of U.S. dollars)
Sources: Reserve Bank of India, Handbook of Statistics.
Foreign investment is beginning to emerge as an important channel through which financial openness has an impact on trade. The bulk of FDI inflows have gone to the export-oriented sectors, which registered strong growth over the 1990s. Between 1992/93 and 2001/02 the chemical and allied products (12 percent), engineering goods (21 percent), electronics and electrical sector (9 percent), and the services sector (9 percent) accounted for the bulk of cumulative FDI inflows. IT services, the original beneficiary of many of the investment inflows, have also grown exponentially with their share of total exports rising to 21 percent in 2003/04 from a mere 3 percent in 1996/97. Openness to FDI inflows and outflows appears to have stimulated trade via increased imports, including imports of intermediate inputs from the home country by multinational firms. Indeed, correlations of subcomponents of financial flows and trade (Table 3.2) suggest that the removal of direct restrictions on foreign investment has been associated with a rise in trade. Most of this association is due to an association between manufacturing imports and FDI, with the FDI openness-exports link also positive, but less strong. Other capital flows, such as portfolio inflows and loans, are not as strongly associated with trade, with correlations that are weak or even negative.9 The following section explores these linkages more formally, particularly the role of FDI in promoting greater trade openness.
Table 3.2. Correlations Between Decomposed Financial and Trade Flows, 1991–20031
Sources: IMF, Balance of Payments Statistics; and IMF staff calculations.
1 Sample restricted to 1991–2003 as the subcategories, FDI and portfolio, only start from 1991, after liberalization. * indicates significant at the 10 percent level.
Box 3.2. Capital Account Liberalization
Among the key steps to liberalize the capital account since the early 1990s are the following:
Inflows
Foreign direct investment (FDI). Initial liberalization of FDI inflows saw investment limits in new and existing industrial companies raised from 40 percent to 51 percent of paid-up capital, and up to 74 percent in specific industries. The technology transfer requirement was removed and the scope of FDI expanded beyond export-oriented, import-substituting industries. FDI was initially subject to approval, but the list of industries automatically approved has progressively widened so that by 2000 almost all industries were under the automatic route. (Under the automatic route, prior approval is not required; only the reporting stipulations have to be met.) In January 2004, FDI limits in several sectors, including banking and petroleum and natural gas, were raised.
Portfolio investment. Foreign institutional investors (Flls) were first allowed to make portfolio investments in the equity market in 1993. In 1997, FIIs were allowed to invest in the Indian debt market subject to specific ceilings that have been progressively relaxed, although they remain low.
External borrowing. India’s policy on external commercial borrowings (ECBs) has been dictated by the need to keep external debt at sustainable levels. As a result, controls on ECBs have limited the cost, quantity, maturity, and end-use of these inflows. Controls have been progressively relaxed. Domestic borrowers operating in the infrastructure, export, and manufacturing sectors are permitted to access international financial markets. However, long-term borrowings are favored over short-term borrowings and ECBs beyond specific ceilings require approval from the Reserve Bank of India (RBI).
Nonresident deposits. India permits nonresidents to hold deposits. However, the interest rates paid on these deposits are subject to specific ceilings that are linked to international rates.
Outflows
India’s approach to the liberalization of capital outflows has been one of facilitating direct overseas investments by Indian corporates while keeping the capital account largely closed for resident individuals. Overseas investments are recognized as an important avenue for expanding Indian businesses. Accordingly, rules and procedures related to these have been liberalized significantly. Resident corporates and partnership firms can invest up to 200 percent of their net worth in overseas joint ventures or wholly owned subsidiaries. Exporters and exchange dealers are allowed to maintain foreign currency accounts and to use them for their overseas businesses. Individuals were generally unable to transfer funds from India without RBI approval until 2004 when residents were permitted to take $25,000 abroad a year without prior approval. The ability of Indian mutual funds to invest abroad has also been enhanced; in 2006, the quantitative ceiling on such investments has been revised, and the types of eligible investments broadened.
To test the link between financial openness and trade more formally we estimate a simple econometric model. The change in trade is modeled as a function of the one- and two-period lagged values of the change in financial openness and a set of conditioning macroeconomic explanatory variables. The latter include per capita income growth (pcy), the gross fiscal deficit to GDP ratio (percent), the log of the change in the real exchange rate index (qt), and the domestic and the foreign rates of interest, i and i*. A dummy for the post-1991 period is also included to test whether relationships have changed since reform took off. The reverse specification, focusing on the impact of trade openness upon future financial openness, is also estimated. To minimize the risk of simultaneity bias the macroeconomic variables are also lagged. Tables 3.3 and 3.4 use annual 1970–2003 data to model the relationship, while Tables 3.5 and 3.6 use quarterly data from 1990 to 2004.10
The results reveal that changes in financial openness (ΔFO) have a positive and significant impact on trade openness (ΔTO).11 In terms of magnitudes, specification 1 of Table 3.3 indicates that a 10 percent increase in financial openness is associated with a 2.1 percent increase in trade openness two years later, a finding that is robust to the exclusion of the post-1991 liberalization dummy. Since financial openness proxies as a measure of capital account openness, our results suggest that the easing of capital controls in India has had a positive effect by encouraging trade, although at this level of aggregation, it is difficult to establish the exact channel of influence. However, the coefficient on financial openness is significantly lower than that estimated by Aizenman and Noy (2004) who, using panel data from a sample of developing economies, find a coefficient of 0.43. This suggests that the impact of lagged financial openness on contemporary trade openness in India may be below the developing country average. With respect to the macroeconomic controls included in specification 2, an increase in per capita GDP, a real exchange rate depreciation, and declining domestic or global interest rates as well as a smaller budget deficit are expected to increase trade openness. All these variables enter the expanded regression in specification 2 with the expected sign, and all are significant with the exception of per capita GDP growth.
Table 3.3. OLS Estimates: Impact of Financial Openness on Trade Openness, 1970–20031
(Annual)
Source: Authors’ calculations.
1 All regressions assume an AR(1) process, p is the coefficient term. OLS specification with heteroske-dasticity-consistent errors. ***, **, and * indicate 1 percent, 5 percent, and 10 percent significance levels, respectively.
The results also show that a change in trade openness has a positive and significant impact on financial openness. A unit increase in trade openness is found to lead to a 4–6 percent increase in financial openness two years later (Table 3.4).12 including macroeconomic control variables in specification 2—per capita GDP growth, a positive interest rate differential, a real exchange rate appreciation, and higher fiscal deficits—makes the coefficient on financial openness stronger.13 While the coefficient on budget deficit/GDP ratio suggests a significant influence of increased government expenditure on financial openness, the insignificant impact of real exchange rate changes is puzzling. This regression, however, is sensitive to the 1995 outlier which reflects a sharp drop in net portfolio inflows in that year (Table 3.4).
Table 3.4. OLS Estimates: Impact of Trade Openness on Financial Openness, 1970–20031
(Annual)
Source: Authors’ calculations.
1 Regressions 1 and 2 control for an influential outlier in 1995, the coefficient values of which are -0.09*** and 0.11*** . All regressions assume an AR(1) process, p is the coefficient term. OLS specification with heteroskedasticity-consistent errors. ***, **, and * indicate 1 percent, 5 percent, and 10 percent significance levels, respectively.
One drawback of using aggregated trade and capital flow data in this type of analysis is that it does not yield any information about which trade and financial flows are related. We, therefore, exploit the information from the quarterly balance of payments statistics to examine this issue. Table 3.5 expresses the change in total trade openness (ΔTO) as a function of total FDI openness (ΔFdiopenness), total portfolio equity openness (ΔPortfolioopenness), and total loans openness (ALoansopenness).14 Table 3.6 simply replaces the right-hand-side variables with financial openness now defined as openness to FDI inflows (ΔFdiinopenness), portfolio inflows (ΔPiiopenness), and inward loans (ΔLiopenness).15 We began with a general lag structure that included up to eight lags and progressively removed insignificant lags to arrive at a parsimonious specification.
Table 3.5. Impact of FDI, Portfolio, and Loan Openness on Trade Openness1
(Goods, services, and business services, 1990:1–2004:1)
Source: Authors’ calculations.
1 All regressions assume an AR(1) process, p is the coefficient term. OLS specification with heteroskedasticity-consistent errors. ***, **, and * indicate 1 percent, 5 percent, and 10 percent significance levels, respectively.
FDI flows are found to boost trade in both the goods and services sectors (Table 3.5). The coefficients indicate that a percentage point rise in openness to FDI increases trade in goods (ΔTOGt) by 0.6 percent and trade in services (ΔTOSt) by 1 percent with about a one-year lag. Using business services trade (ΔTOBSt) in lieu of overall services reveals an even larger response of 2.4 percent. However, openness to portfolio flows is associated with a reduction in trade in goods (-0.007) and services (-0.017). The impact on business services is insignificant. Replacing net portfolio flows with portfolio inflows in Table 3.5 does not alter this finding.
Table 3.6. Impact of FDI, Portfolio, and Loan Inflows Openness on Trade Openness1
(Goods, services, and business services, 1990:1–2004:1)
Source: Authors’ calculations.
1 All regressions assume an AR(1) process, p is the coefficient term. OLS specification with heteroske-dasticity-consistent errors. ***, **, and * indicate 1 percent, 5 percent, and 10 percent significance levels, respectively.
2 ΔPiiopennesst-2 and ΔLiopennesst-3 denote portfolio and loan inflows openness, respectively (see the Appendix).
Increased access to external financing also boosts trade. A percentage point rise in external borrowings has a positive impact on trade openness in services (0.5 percent). The impact of access to external loans on business services trade is twice as strong, while the impact on trade in goods is insignificant. But when aggregate loans are replaced with loan inflows in Table 3.6, the impact on goods trade becomes significant, but remains much smaller than the impact on services trade. These results suggest that increased access to external commercial borrowings as part of the capital account liberalization process has facilitated trade in goods and services by reducing the cost of capital. The differential impact of various types of financial openness highlights the productive links of FDI and loans with trade. The exception is equity flows that are more equally dispersed across domestic and external sectors and are associated with a reduction in trade openness.
The main contribution of this chapter is to use time-series data to examine the impact of financial openness on trade openness. The chapter finds a significant mutual impact of the two kinds of openness. Although the impact of trade openness on financial openness is not very surprising, the role of financial integration in driving trade openness is striking. FDI is found to be strongly associated with increased trade in both goods and services, suggesting that further liberalization of FDI could increase India’s trade potential.
Financial liberalization stimulated trade through the foreign investment and the cost of credit channels. The findings of this chapter also provide evidence on the benefits from capital account liberalization. Restrictions on external capital account transactions can operate as both direct or indirect restrictions on trade development, and the removal or gradual elimination of these controls can help boost India’s role as a global player. The results suggest that trade openness should be complemented with financial sector reforms to increase the gains from trade liberalization. The mutual impact of both kinds of openness also contributes toward building a consensus for trade and financial sector reforms.
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CATRIONA PURFIELD
The appreciation of the rupee in recent years has raised concerns about India’s export competitiveness. Since end-2002, the Indian rupee has appreciated by 6 percent and 8 percent against the U.S. dollar and in real effective terms, respectively. Imports have grown at rapid clip and in the course of the past year, the current account has moved from a position of surplus to one of deficit. Against this background, this chapter assesses external competitiveness, reviewing India’s export performance and estimates of the “equilibrium” real effective exchange rate.
India has witnessed a marked acceleration in export growth in recent years (Table 4.1). Since 2000, the value of India’s exports has grown three times faster than in the latter half of the 1990s. This acceleration has been led by services exports—particularly software and information technology (IT)—which continue to gain momentum with growth pushing past 100 percent in 2004/05.1 Much less appreciated is the fact that exports of Indian goods have also performed strongly since 2000. As a result, exports of goods and services now account for about one-fifth of Indian GDP, up from a mere 10 percent a decade ago.
Table 4.1. Indicators of Export Growth
(Annual percentage change)
Sources: Reserve Bank of India; and IMF staff estimates.
India’s exports have become more diverse by region. The past five years have seen India’s market share of Asian goods imports nearly double. As a result, Asia has surpassed the European Union (EU) as the most important destination for Indian exports, accounting for almost one-third of total goods exports, suggesting that India may be becoming integrated into regional production chains.2 The EU now only accounts for about one-fifth of Indian exports, down from almost 30 percent a decade ago, and the share of the United States has also fallen to 17 percent from 20 percent. With its trading partners becoming more diverse—gains in the Middle East and Africa have been even more impressive than in Asia with India now accounting for almost 4 percent of the Middle East’s imports and just over 2 percent of Africa’s imports—India has become less dependent on, and vulnerable to, developments in specific markets. This has helped India to sustain a rapid pace of export growth even as growth in some key industrial markets slowed in recent years.
India’s export base has also broadened and become more dynamic. Looking at the composition of India’s exports by commodity group and its share of world exports by commodity reveals a pattern of accelerating growth and diversification. In the mid-1990s, export growth was in single digits and narrowly based (Table 4.2). The pickup in growth since 2000 has occurred across a wide range of categories. Figure 4.1, which plots the changing world market share of India’s 15 largest products (at the SITC 3-digit level) against the changing share of those products in world trade illustrates that Indian exporters are moving into some of the most dynamic segments of world trade.3 In areas such as petroleum products, organic chemicals, and electrical equipment, which account for a growing share of global trade, India’s exports have been growing faster than the global average. Since 1990, India’s share of the global petro-product export market has doubled, while its share of the chemicals and electrical equipment markets has tripled, albeit from a small base.
Figure 4.1. World Market Position of Indian Exports, 1990–2003
Sources: World Integrated Tra de Solution; and IMF staff calculations.
Table 4.2. Composition of Goods Exports
Sources: World Integrated Trade Solution; and IMF staff calculations.
Despite these gains India’s export performance has lagged that of Asia and its share of global exports remains low. Indian exports have grown more slowly than in the rest of Asia, and particularly China (Figure 4.2). India continues to account for a relatively small share of global goods exports. China accounts for over six times as much, and four member countries of the Association of South East Asian Nations (ASEAN)—Indonesia, Malaysia, Philippines, and Thailand—together account for almost four times as much. The picture changes little when exports of services are included with India’s market share in global goods and service exports rising only to 1.3 percent.
Figure 4.2. India’s Export Performance Relative to Other Asian Countries
(Value of country X’s exports in percent of world goods exports)
Source: IMF, Direction of Trade Statistics.
1Indonesia, Malysia, Philippines, and Thailand.
The fact that India has not made greater inroads into world export markets is surprising given India’s low wages and strong productivity growth. Indians earn only a fraction of their competitors, about $0.60 an hour. While wages in certain sectors, such as IT, have been rising at rates of about 20 percent a year since 2000, a large informal sector and steady supply of new labor entrants is likely to have limited the pressure on overall wage levels. Labor has also become more productive. Rodrik and Subramanian (2005) estimate that labor productivity in India grew by over 3½ percent since the 1980s. Improvements in labor productivity have helped boost overall productivity in the manufacturing sector with estimates suggesting that total factor productivity in the official manufacturing sector rose annually by 3½ percent over the course of the 1990s and the early part of this decade.
Various surveys suggest that poor infrastructure and a high regulatory burden hinder India in making greater inroads into world markets (Figure 4.3). Poor roads and inadequate investment in ports and airports result in long delays and higher transport costs for Indian exporters. It takes 24 days for Indian exports to reach the United States compared with only 15 days from China, and 12 days from Hong Kong SAR (Winters and Mehta, 2003). In addition to facing some of the highest industrial electricity prices in the world, electricity outages cost Indian firms 8 percent of annual sales, four times higher than in China. Customs processing times are also slow. Shipments take just over 10 days to clear Indian customs compared with only 7 days in Korea and Thailand. Cumbersome procedures and regulations work to increase the cost of imported and domestic inputs used in producing Indian exports.
Figure 4.3. IMD Competitiveness Indicators, 2005
Source: International Institute for Management Development (IMD), World Competitiveness Yearbook, 2005.
High import tariffs have also discouraged exports. In addition to raising the cost of imported intermediate imports for the export sector, import tariffs lower the price of exports relative to domestic sales, making exports less attractive. They also alter the level of wages and rates of return on capital. Despite the progress made in reducing trade tariffs in recent years—the average nonagricultural tariff declined from over 40 percent in 1997 to 17 percent in 2005—such tariffs are still about twice as high as the average of member countries of ASEAN. IMF staff estimates that India’s import tariffs are equivalent to a tax on exports of about 31 percent, which is well above the simple average export-tax equivalent in developing countries of about 12.6 percent. If nontrade barriers, such as technical and safety requirements were included, the anti-export bias implied by india’s tariff system would be even higher. These estimates suggest a strategy that seeks to reduce import tariffs by subjecting higher rates to deeper cuts than lower rates could boost the value of Indian exports by as much as 10 percent relative to a 2001 base. Complete elimination of import tariffs would boost their value by 45 percent.
The performance of the Indian textile sector following the removal of the quotas under the Multifiber Arrangement (MFA) regime is a case in point. In the first six months following the removal of these quotas, exports from China to the United States in liberalized tariff lines rose at rates in excess of 200 percent, while those to the EU rose by about 80 percent (Ananthakrishnan and Jain-Chandra, 2005). Through September 2005, Indian exports, in value and volume terms, to the United States grew by a more modest rate of about 20 percent, with similar rates of growth being experienced in the EU market. The fact that India has not gained larger market share in the textile sector following the removal of the quotas that bound Indian textile exports for decades reflects problems of scale economies, inflexible labor markets, low rates of investment, lack of full duty drawback, and poor infrastructure.
The impact of the exchange rate on competitiveness is typically examined by estimating measures of a real “equilibrium” exchange rate. Studies on India employ one of three approaches. The extended purchasing power parity (PPP) approach assumes PPP holds in the long run but several factors interact to prevent the actual exchange rate from converging to this level in the near term. The “equilibrium” exchange rate is estimated using a single equation relating the actual real effective exchange rate (REER) to its determinants. The macroeconomic balance approach estimates the change in REER needed to bring about equilibrium in the balance of payments, where equilibrium is defined as a situation where the current account equals either the “normal” level of capital inflows, or the “structural” savings-investment balance. The third, the base approach, compares the actual REER to a base year where the REER and the current account were in “equilibrium.” Each approach has drawbacks. The PPP approach assumes that perfect labor mobility links wages in the traded and nontraded sectors and that the law of one price holds continuously for the traded goods sector so that prices in this sector are given exogenously, conditions that may not hold in reality. Results are also sensitive to the variables included in the model. The macroeconomic balance approach relies heavily on researchers’ judgment on what constitutes “normal” balance of payments flows. The base approach does not account for how the underlying “equilibrium” evolves over time with changes in the economy.
The various methodologies yield a wide range of estimates about the impact of the exchange rate on competitiveness. Table 4.3 summarizes the results from these various studies, including the estimates of the gap between the actual REER and its “equilibrium” level. Estimates of this difference range from -40 percent to 8 percent depending on the methodology used. The wide range of results highlights the extreme difficulty in determining an “equilibrium” exchange rate, particularly in a developing country where a multitude of factors can influence exchange rates and ongoing structural changes make underlying relationships unstable.
The accuracy of any assessment of the impact of the exchange rate on competitiveness hinges on an accurate measure of the REER. An outdated REER index risks giving misleading signals about competitiveness if it does not include information on how inflation and the exchange rate are evolving relative to India’s most important trading partners. When assessing developments in India, most analysts have utilized the Reserve Bank of India’s (RBI) five-country REER index that is based on the average bilateral trade shares of G-5 countries during the 1992/93–1996/97 period and wholesale price index inflation rates. Asian and other emerging market economies are not included in the index, despite their growing importance as trading partners. The RBI released a revised REER index in December 2005 that includes China and Hong Kong SAR. This study utilizes a revised measure of India’s consumer-price-index (CPI)-based REER that utilizes updated weights (Table 4.4) using data from 46 industrial and emerging market economies derived from Bayoumi, Lee, and Jayanthi (2005). In addition to capturing the impact of changing trade patterns, the weights also reflect services, as well as goods trade, and incorporate the competition indian exports face when they compete with goods of trading partners in third markets.
Table 4.4. Revised RBI and IMF Country Weights in REER Indices
(In percent of total)
Source: Bayoumi, Lee, and Jayanthi (2005).
The revised index suggests that the REER fluctuated in a relatively tight band over the past decade, with some marked exceptions. Since the adoption of a managed float in 1993, pressures on the rupee to appreciate in real effective terms arising from a rising inflation differential with trading partners was contained to a large extent by nominal effective depreciation. However, the exchange rate regime afforded India ample flexibility to cope with shocks, with the slow upward appreciation of the REER punctuated by sharp depreciations in the context of the 1995 Mexican and the 1997 Asian crises when sudden stops in capital inflows triggered large depreciations in the nominal value of the rupee (Figure 4.4).
Figure 4.4. CPI-Based Real Effective Exchange Rate and Its Components
(1993=100)
Source: IMF staff calculations.
The updated REER shows that while the rupee appreciated in real effective terms over the course of 2005/06, it did so by less than suggested by older measures. While the revised REER generally tracks the RBI measure quite well, the updated index shows that the rupee appreciated in real effective terms by about 4½ percent since 1993, and by 5 percent since the start of the 2005/06 fiscal year (Figure 4.5). In contrast, the more dated five-country RBI REER index points to an appreciation of about twice this magnitude, while the RBI’s revised REER index that was released late December 2005 suggests the rupee appreciated in real terms by a more modest 6.4 percent since 1993. However, comparing the current value of the REER to some fixed historical point can present a misleading picture about competitiveness as the appreciation of the exchange rate may reflect improvements in underlying economic fundamentals that do not impair competitiveness. Deriving estimates of the underlying “equilibrium” real effective exchange rate to compare with the actual REER will provide greater insights about how the exchange rate is affecting competitiveness.
Figure 4.5. RBI Five-Country REER and IMF Revised REER Measure
(1993=100)
Sources: Reserve Bank of India (RBI); and IMF staff calculations.
An extended relative PPP approach is used to explain movements in the updated CPI-based REER. The approach is based on the premise that a country’s nominal exchange rate tends to converge to its PPP-determined level, but various factors can prevent convergence in the near term. These factors are used in a single equation to estimate the REER and the latter is said to be in equilibrium when it equals the estimated exchange rate equation. The model estimated here incorporates the impact of relative productivity gains, as well as other fundamentals:
The “equilibrium” exchange rate is estimated using cointegration techniques. The long-run equilibrium (cointegrating) relationship between the real exchange rate and the explanatory variables is derived from a vector error correction model using annual data from India from 1980 to 2004.5 The results are reported in Table 4.5. Specification 1 measures openness by scaling India’s trade by world trade; Specification 2 scales openness by GDP and includes a dummy variable to capture the move to a managed float in 1992–93. The coefficients of the cointegrating relationship and the realized values of the explanatory variables are used to derive the path of the “equilibrium” exchange rate to compare to the actual real exchange rate. Relative to panel-based studies, this has the advantage of deriving India-specific coefficients. However, the results derived need to be treated with caution. The relatively short time-series constrains the number of variables that can be included in the model and the series may not be sufficiently long to capture long-run structural relationships, resulting in imprecise estimates. It also limits the number of variables that could be included in the analysis.
Table 4.5. Real Effective Exchange Rate Determinants
Source: IMF staff estimates.
1 T-statistics are reported in parentheses below coefficient estimates. All estimates are derived using a vector error correction model (VECM). The short-term dynamics derived using the VECM are available on request and include one-year lags of the dependent and explanatory variables and the coefficients are significant and of the expected sign.
While the results are sensitive to model specification, they suggest that the recent appreciation of the rupee has not been out of line with the estimated real “equilibrium” exchange rate. The coefficients in each model are statistically significant. Specification 1 implies that a 1 percentage point increase in India’s productivity relative to its trading partners results in a sizable real appreciation. On the other hand, a 1 percentage point increase in the NFA position is associated with a depreciation of just over 1½ percent.6 Comparing the estimated path of the “equilibrium” real effective exchange rate to the actual exchange rate in Figure 4.6 suggests that by end-2004 the actual real value of the rupee was about 15 percent below its “equilibrium” level. However, the coefficients in Specification 1 are large especially relative to the other studies, and Figure 4.6 also reveals long persistence in deviations in the real exchange rate from “equilibrium” and possible structural breaks in the “equilibrium” relationship7 that call into question the reliability of the model. Thus, Specification 2 reestimates the long-run relationship including a dummy variable to capture the change in the exchange rate regime in 1992–93, and measures openness relative to GDP to avoid problems of endogeneity when scaling by world trade. The coefficients are closer in magnitude to those derived in other studies and imply that the real exchange rate was broadly in line with the real “equilibrium” exchange rate at end-2004 (Figure 4.7).
Figure 4.6. Specification 1: Actual and Equilibrium REER (EREER)
(1995=100)
Source: IMF staff calculations.
Figure 4.7. Specification 2: Estimates of the Equilibrium REER (EREER)
(1995=100)
Source: IMF staff calculations.
The findings highlight the difficulty in modeling the “equilibrium” REER and the uncertainty attached to specific point estimates. Country-specific time-series studies of the type conducted here generally give smaller estimates of misalignment than studies that use a panel of countries.8 The results are sensitive to how the fundamentals are modeled, highlighting the problems of relying on point estimates in such a framework. Moreover, the analysis excludes factors such as the terms of trade, the reduction in trade tariffs, and removal of quantitative restrictions, which in India’s case would have tended to exert downward pressures on the “equilibrium” real exchange rate. Nonetheless, the econometric results and India’s recent export performance suggest that at least at end-2004 the exchange rate was not contributing to competitiveness problems.
The econometric analysis suggests that various opposing forces will affect the future direction of the rupee. As agricultural workers are absorbed by the rest of the economy and structural reforms are implemented, India can expect to see continuing large gains in productivity. This implies that for the foreseeable future India’s economy will likely grow faster than that of its trading partners. Using estimates from the model for the Balassa-Samuel-son effect, assuming that India will grow in real terms by 6½ percent a year, and taking the weighted average medium-term growth rate of India’s trading partners, the real exchange rate can be expected to appreciate by just over 2 percent a year in the coming years.9 Capital inflows are likely to lead to a stronger NFA position, potentially adding to appreciation pressures. However, trade liberalization, and factors such as increased investment in import-intensive infrastructure, are likely to work against these pressures.
Going forward safeguarding India’s export competitiveness will require flexibility in exchange rate management. Flexibility in the nominal exchange rate has increased, both in absolute terms and after taking into account differences across countries in the volatility in capital inflows (Figure 4.8).10 Given the uncertainty about the future direction of the rupee it will be important to allow two-way flexibility in the exchange rate to respond to the diverging pressures, otherwise India risks experiencing inflationary (or deflationary) pressures.
Figure 4.8. Effective Exchange Rate Flexibility
(Ratio of exchange rate movements to reserve movements)
Source: IMF staff calculations.
Despite recent gains, India remains a comparatively closed economy and the strides it has made into global markets in recent years only hint at its potential. India is making inroads into new markets and product areas, but it still has some way to go before it attains a level of market penetration that can rival its Asian neighbors. Although the real exchange rate has appreciated in recent years this does not appear to have contributed to a competitiveness problem. Looking forward, steps to lower trade tariffs and nontariff barriers and improve the investment climate, as well as flexibility in exchange rate management, will be key if India is to build on its advantages and become a leading global exporter.
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SONALI JAIN-CHANDRA
Foreign direct investment (FDI) is favored over other capital flows by emerging market countries. FDI is not debt creating, is less volatile than portfolio flows, and is relatively resistant during financial crises (Albuquerque, 2003). FDI has also been associated with positive spillovers through technology transfer and training to local industry (Blomström and Kokko, 2003), and may lead to enhanced export performance and growth (Borensztein and others, 1998).
FDI flows into India have risen since the 1990s but remain low, compared with other emerging market countries (Table 5.1).1 Starting at similar magnitudes (relative to GDP) of inflows in the early 1990s, FDI into China has taken off, while FDI into India has trickled in. In 2004 India received FDI inflows of around 0.5 percent of GDP, whereas China received FDI worth 3.2 percent of GDP. In dollar terms, China received 16 times the FDI than India in 2004.
Table 5.1. Foreign Direct Investment in Selected Countries, 2004
Source: IMF, World Economic Outlook.
At the same time, investor surveys point to a strong interest in India as a destination for FDI. Investor surveys by the United Nations Conference on Trade and Development (UNCTAD) and A.T. Kearney in 2004 and 2005 place India as the second most attractive destination for FDI.2 This indicates that while India is on investors’ radar screens, the interest has not yet translated into actual FDI inflows. The A.T. Kearney (2005) survey finds that investors expect India’s attractiveness to increase as the government maintains focus on reforms and removes the infrastructure and regulatory barriers.
This chapter studies the reasons for the underperformance of FDI in India and examines potential measures to enhance it. Utilizing panel data for a number of emerging market countries, the chapter concludes that the most important factors affecting FDI are not FDI-specific policies but, rather, broader economic policies including corporate taxes, trade openness, and other business climate issues, such as regulatory quality and burden. This chapter also looks at differences across Indian states in attracting FDI and concludes that broad business climate issues largely determine FDI location.
India’s regulatory regime for FDI has been gradually liberalized since 1991, and, as a result, the regime is no longer particularly restrictive by international standards.3 Before 1991 all FDI proposals were considered on a case-by-case basis with FDI capped at 40 percent of total equity investment. In 1991, the policy was amended to allow automatic approval of up to 51 percent ownership in 34 sectors. This list was expanded to cover 111 sectors in 1997. In 2000, the policy was altered to one using a “negative list” approach. Since then, 100 percent FDI is permitted in most sectors via the automatic route, with the requirement that the Reserve Bank of India (RBI) be notified within 30 days. There are important exceptions to this general policy for which FDI approvals are routed through the Foreign Investment Promotion Board. These exceptions include industries subject to licensing, the acquisition of an existing Indian company under certain conditions,4 industries where the foreign investor has a presence in the same field, and industries where sectoral policies apply (Table 5.2). FDI is not permitted in retail trading, lottery business, gambling and betting, atomic energy, and agriculture and plantation.
Table 5.2. Sectoral Caps and Controls on Foreign Direct Investment in India, 2004
Source: Ministry of Commerce and Industry, Department of Industrial Policy and Promotion.
As India’s FDI regime is relatively unrestrictive, the key question is what other factors could explain the underperformance of FDI. Some papers emphasize macroeconomic stability and openness, while others the quality of institutions.5 The standard determinants of FDI include labor market conditions, the quality of infrastructure, corporate taxation, inflation, trade openness, market size, corruption and administrative procedures, and bottlenecks. Existing qualitative work on India emphasizes factors limiting FDI, such as relatively high tariffs and limited scale of export processing zones, stringent labor laws, high corporate tax rates, exit barriers, a restrictive FDI regime, and the lack of transparent sectoral policies for FDI.6 The Global Competitiveness Report 2005–06, based on investor surveys, lists key constraints to doing business in India (Figure 5.1). A.T. Kearney (2004) notes that investors favor China over India, citing as factors market size, access to export markets, government incentives, favorable cost structures, infrastructure, political stability, and the macroeconomic climate. India’s potential attractiveness stems from its highly educated work force, management talent, rule of law, and transparency.7
Figure 5.1. India: The Most Problematic Factors for Doing Business1
(In percent of responses)
Source: World Economic Forum (2005).
1From a list of 14 factors, respondants were asked to select the 5 most problematic for doing business and rank them between 1 (most problematic) and 5. The bars in the figure show the responses weighted according to their rankings.
Despite being one of the fastest growing economies, the investment climate in other emerging markets in Asia appears to be more conducive to attracting FDI inflows (Table 5.3). Compared to selected Asian countries, India’s overall infrastructure quality ranks low (World Economic Forum, 2005). The significant burden of bureaucratic red tape and regulation in India further worsens the investment climate. For instance, it takes 89 days to start a business in India, more than double the time required to start up in China. The enforcement of contracts takes longer in India (425 days) than the average in the sample. Also, once in business, firms find it difficult to exit.8 Labor market rigidities are especially onerous in India.
Table 5.3. Snapshot of the Investment Climate in Selected Emerging Market Countries
Sources: World Bank, World Development Indicators, World Bank Governance Database, and World Bank Doing Business Database 2004; World Economic Forum, Global Competitiveness Report 2005–06; and Botero and others (2003).
1 Higher values correspond to better outcomes.
2 A higher rank implies a better outcome.
3 Methodology: Among other factors, protection against dismissal is measured by taking into account whether an employer has to notify a third party before firing one worker, whether the employer needs the approval of the third party, and if the employer must provide retraining before dismissal.
4 Defined as the legal framework for private businesses to settle disputes and challenge the legality of government actions and/or regulations.
5 Defined as to what extent firms are usually informed clearly and transparently by the government on changes in policies and regulations.
6 2002 data for China.
7 Hiring and firing workers is impeded by regulations or is flexibly determined by employers.
To examine the potential obstacles to FDI more formally, we estimate the following reduced form equation using a fixed effects model:
where αi is the country-specific effect and the matrix Xi, t contains the lagged independent variables (to alleviate the simultaneity bias), including standard determinants of FDI and institutional quality variables.9 All indicators used in Table 5.3 cannot be included simultaneously in the panel because of insufficient data. However, the core variables included in each specification are the marginal statutory corporate tax rate, a proxy for infrastructure development (the number of telephone lines per 1,000 inhabitants), inflation, and openness (trade as a percent of GDP). Institutional quality is measured by the World Bank governance indicators (voice and accountability, political instability, government effectiveness, regulatory burden, rule of law, and corruption). As these variables are highly correlated, they are sequentially included in the regressions to avoid multicollinearity. To check for robustness, we also include alternative measures of institutional quality.
We find that marginal corporate tax rates, trade openness, and institutional factors, and, to some extent, the quality of infrastructure are significant determinants of FDI (Table 5.4).10 While the results are sensitive to the specification, they are nevertheless indicative of the potential for the large response of FDI to reforms. Assuming that India’s response to a policy change is the same as the average country in the sample:
Labor market flexibility also appears to be an important factor determining FDI, and India has a relatively inflexible labor market.11 Protection against dismissal is stringent in India (Table 5.3) as in downturns it is exceedingly difficult to fire workers. Correlation between the labor market flexibility and FDI across countries suggests that countries with inflexible labor markets receive less FDI.12
FDI has been concentrated in a few Indian states. During 2000–03, 5 out of 29 rapidly growing states received 60–70 percent of FDI inflows into India: Andhra Pradesh, Delhi, Karnataka, Maharashtra, and Tamil Nadu. Even among these states, there is considerable heterogeneity. Maharashtra received more than ten times the amount of FDI per capita than Andhra Pradesh in 2000 (Table 5.5). It is also these very states that are most successful in converting FDI approvals into actual inflows.13
Table 5.4. Results of the Panel Estimation of the Determinants of Foreign Direct Investment1
Source: Author’s calculations.
1 Absolute value of z-statistics in parentheses. ***, **, and * indicate significance at 10 percent, 5 percent, and 1 percent levels, respectively.
Table 5.5. Approvals and Inflows of Foreign Direct Investment (FDI) into Indian States and Territories
Sources: Ministry of Finance; and CEIC Asia database.
Investor surveys of business climate are consistent with the observed patterns of FDI flows. A survey of foreign investors (Federation of Indian Chambers of Commerce and Industry, 2004) puts Maharashtra in the clear lead in terms of investor perception. In the survey of investment climate of Indian states by the Confederation of Indian Industry and World Bank (2002), Maharashtra and Gujarat are classified as the best investment climate states while Kerala, West Bengal, and Uttar Pradesh are classified as poor investment climate states. While the perceptions of business climate in states are appropriately correlated with the inflows of FDI, there are outliers. For example, Delhi gets much more FDI than would be indicated by an assessment of its business climate, probably reflecting its role as India’s capital.
Differences in FDI appear to be explained by differences in the functioning of labor markets, regulatory burden, and infrastructure quality.14 Labor market flexibility appears to be important in determining FDI as states with poor labor market indicators (such as the most person-days lost due to strikes) fare worse in terms of FDI inflows (Figure 5.2).15 There is some evidence that infrastructure is also a determinant of FDI location. Specifically, states with a higher density of telephone lines attract more FDI (Figure 5.2). Finally, the burden of regulation also influences the location of FDI. States where it takes longer to enforce contracts and clear customs are also states with lower FDI (Figure 5.3).
Figure 5.2. Indian States: Foreign Direct Investment (FDI) and Infrastructure and Labor Markets
(In percent of responses)
Sources: Ministry of Finance; Indiastat; CEIC Asia database.
Figure 5.3. Indian States: Foreign Direct Investment (FDI) Inflow and the Burden of Regulation
Source: IMF staff calculations.
State-specific policies and incentives to attract FDI are not a substitute for improving the overall business climate. The federal structure in India empowers the states to design their own investment policies to attract FDI, along with instituting specific incentives for certain sectors. A one-stop clearance window is now available in most states for investors to meet all regulatory requirements and obtain all approvals. In addition, some states have offered tax concessions, capital and interest subsidies, and reductions in power tariffs. For instance, Karnataka has been aggressive in attracting FDI and has outlined a series of policies, such as investment subsidies, exemptions for export-oriented units, and refunds and fiscal incentives for specific industries such as information technology, biotechnology, and business process outsourcing. While incentives make it easier to conduct business, they are unlikely to be the main determinant of the location of FDI.16 This is borne out by the experience of states such as Haryana, Himachal Pradesh, and West Bengal, which offer incentives, but attract little FDI.
The most important factors influencing FDI into India are not FDI-specific policies but, rather, broader economic policies including corporate taxes, trade openness, and other business climate issues, such as regulatory quality and burden. India has made considerable progress in liberalizing its FDI regime, which is a necessary but not a sufficient condition to attract significant FDI inflows. The differences across Indian states in attracting FDI further underscore the importance of the business climate in determining FDI rather than FDI-specific incentives. With the current international attention on India’s tremendous potential for FDI, it would be an opportune time to push for rapid progress on structural reforms to drastically increase FDI inflows.
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DMITRIY ROZHKOV
In recent decades, the level of a country’s financial development has been accepted as one of the key determinants of the country’s economic growth. A positive relationship between financial development and growth has been established in the economic literature since the works of Schumpeter (1911) and Gurley and Shaw (1955), and has later been shown to exist at the cross-country, industry, and firm levels. More recently, a number of studies indicated that financial development is one of the determinants of economic growth.1
A developed and efficient financial (and, in particular, banking) system is important for the overall level of a country’s development for two related reasons. First, it provides an incentive for households to put their savings in a formal financial system, thereby making those savings available for productive investment. Second, it helps to ensure that available financial resources are applied according to their most productive uses, thereby maximizing the returns on investments, and improving productivity in the economy. In other words, the key economic contribution of banks is their role in efficiently intermediating between borrowers and lenders.
Furthermore, a strong and efficient financial sector helps to reduce vulnerabilities, which is especially important in the presence of large and potentially volatile capital flows. While theoretical predictions are some what ambiguous, many recent empirical studies have suggested that greater openness and competitiveness of banking systems reduce the probability of a systemic banking crisis.2
This chapter looks at India’s progress in building a strong and efficient banking system. It reviews the recent developments in the Indian financial sector, and assesses potential risks to the banking system posed by the recent rapid credit growth. It then turns to the remaining obstacles to financial development.
In recent decades, India has achieved significant progress in developing and deepening its financial system. All commonly used measures of financial sector depth (such as the ratios of banking system assets, deposits, and loans, and broad money (M3) to GDP) have substantially increased (Figure 6.1).
Furthermore, in the 1990s and early 2000s, the Indian authorities have taken important steps toward deregulation of the banking sector. Interest rates have been progressively deregulated on both the deposit and lending sides,3 and competition has increased through entry of new private and foreign banks (Koeva, 2003). Over the same period, disclosure standards for banks have improved, and bank regulation and supervision have been steadily strengthened.
Most recently, the pace of financial development in India has accelerated. In 2004–05, annual growth of bank credit in India was 30.6 percent, compared with a growth of 15.6 percent in deposits (Figure 6.2). As a result, the credit-to-deposit ratio reached a record 66 percent in March 2005, and exceeded 100 percent when only new loans and deposits are considered. Data for April-December 2005 indicate that the growth of credit continued at an annual rate of just over 30 percent, while deposits grew by 17 percent in annualized terms over the same period.
Figure 6.2. Growth in Total Credit and Deposits, 2000–05
(In percent)
Source: Reserve Bank of India.
As a result of this acceleration, in 2004 India had the fastest real rate of credit growth in Asia, followed by Indonesia (Table 6.1). However, India’s experience with such high rates of credit growth was not unique. In fact, it was outpaced by several countries in emerging Europe and Central Asia, where real rates of credit growth exceeded 40 percent, driven in part by financial deepening and by the entry of foreign banks. Credit growth rates were lower among the industrial countries in Europe, but in some of them they significantly exceeded the GDP growth rates (notably in Ireland, Spain, and Greece).
Table 6.1. Real Credit Growth in Selected Countries and Regions, 2002–04
(In percent)
Source: IMF, Monetary and Financial Systems Department.
1 Deflated by end of period CPI.
2 Not risk-weighted capital ratio.
3 State-owned commercial banks.
In addition to financial deepening, recent credit growth in India was also partly driven by cyclical factors. Strong income growth, rapidly growing consumer demand, and decreasing borrowing costs have contributed to rising demand for credit. India is now going through an upward phase of an economic cycle, with real GDP growing at an average annual rate of about 8 percent over the last three years. IMF staff estimates using the Hodrick-Prescott filter indicate that recently credit growth has begun to outpace the cyclical upturn (Figure 6.3). In 2004, credit growth in India was 8 percent above trend, with GDP growth a much smaller 1 percent above trend.
Figure 6.3. Cyclical Components of Real Credit Growth, 1994–20041
Sources: Reserve Bank of India; and IMF staff estimates.
1Trends are estimated using Hodrick-Prescott filter.
Indian credit growth has been relatively broad based (Table 6.2). In the year ended in March 2005, nationalized banks4 (accounting for 47 percent of total credit of the banking system) saw their credit growing fastest, at 33.6 percent, but other groups of banks were not far behind. Credit in metropolitan areas was the fastest growing (Bangalore and Mumbai witnessed the fastest growth of credit, 49 percent and 42 percent, respectively), but credit in rural areas (representing 9 percent of the total) also grew by 25 percent.
Table 6.2. Growth of Loans and Deposits by Type of Bank and by Region
Source: Reserve Bank of India.
Priority sectors (which include agriculture and small-scale industries) were the main contributors to the growth in nonfood credit (Table 6.3). Priority sectors accounted for 40 percent of the total 28 percent growth of nonfood credit. Within the priority sectors, agriculture loans in particular were a main driver of growth with a 35 percent increase in 2004–05. This continued the trend of the last 10 years, which saw the share of industry in the total loan portfolio of commercial banks declining from 54 percent in 1995/96 to 38 percent in 2004/05.
Another important development over the same period was a reduction in Indian corporations’ reliance on bank loans as a source of financing. Unlike in most developing countries, Indian companies do not rely exclusively on banks for financing. The corporate bond market is fairly active,5 and companies have started to use the capital market and external borrowings more actively (although in the last few years this trend likely was driven by a fast appreciation of the Indian stock market). Between 2000 and 2005, the share of equity in total resource mobilization of the Indian corporate sector (equity and debt) increased from 4.2 percent to 26.5 percent (Sharma and Sinha, 2006). The ratio of stock market capitalization to GDP in India is significantly higher than in low-income countries and in most economies in transition, although it is still lower than in many emerging market economies in Asia and in industrial countries (Figure 6.4).
Figure 6.4. Stock Market Capitalization to GDP, End-2004
(In percent)
Source: Beck, Demirgüç-Kunt, and Levine (2000) database updated in January 2006.
Consumer credit in India is starting from a very low base, but is growing rapidly. In 2004, total household credit (which includes mortgage loans and consumer durables credit) was lower than in most emerging market economies in Asia, when measured in percent of GDP or of total credit (Table 6.4).6 However, mortgage loans were growing at a faster rate than in any other emerging market Asian economy, and credit card debt was picking up as well, albeit from very low levels.
Table 6.4. Consumer Credit in Asia, 2004
Sources: For India, Reserve Bank of India; for other countries, “The Growth of Consumer Credit in Asia,” Hong Kong Monetary Authority Quarterly Bulletin, March 2005.
1 For Korea and the Philippines, NPL ratio is for 2003.
Retail banking is increasingly viewed by Indian banks as an attractive market segment. The expansion of the retail banking segment can be attributed to a growing middle class with high disposable income, wider choices of consumer durables, increased acceptance of credit cards, and increased demand for housing loans, spurred by attractive tax breaks. In addition, the Reserve Bank of India (RBI) has taken a number of initiatives to increase transparency and competition in the credit market, including the dissemination of information on lending rates of banks since 2002, and the creation of a credit registry.
The rapid credit growth described in the previous section is a welcome development, since it is mostly a sign of increasing financial depth. However, credit growth at the speed that was recently experienced in India inevitably brings with it some potential risks, related to possible weaknesses in risk assessment by banks, as well as potential problems for capital adequacy and liquidity. The key task of the policymakers, therefore, is not to slow down the credit growth, but to minimize the risks associated with it, to make sure the credit growth is sustainable. Moreover, there is always a question of whether market mechanisms are allowed to work to allocate credit in the most efficient way. The next two sections deal with these issues in turn. This section will look at potential risks from the rapid credit growth, and the next section will analyze the remaining obstacles to efficient allocation of credit and to the financial sector development in general.
While most lending booms do not end with a banking crisis, most significant episodes of banking distress in the last 20 years were preceded by rapid credit growth (Figure 6.5). Various empirical studies estimate the likelihood of a banking crisis following a lending boom to be as high as 20 percent.7 Some countries that experienced a financial crisis in the last 20 years had a credit-to-GDP ratio at the time of the crisis as low as 40 percent, similar to the current Indian level.
Figure 6.5. Average Credit to GDP Ratio in Eight Countries That Had Financial Crisis in 1987–971
Source: Duenwald, Gueorguiev, and Schaechter (2005).
1Finland, Indonesia, Korea, Mexico, Norway, Philippines, Sweden, and Thailand.
Fast credit growth can trigger banking distress through two channels—macroeconomic imbalances and deterioration of loan quality. At present, macroeconomic risks from fast credit growth appear to be minimal in India. Although credit growth has resulted in a reduction of banks’ holdings of government securities, this has so far led to only a modest increase in treasury bill rates. Moreover, while imports and the trade and current account deficits are rising, RBI reserves of $160 billion as of end-April 2006 are large. The key risk in the Indian case, therefore, appears to be credit risk.
In cases when rapid credit growth did lead to a banking crisis, it was usually due to a failure by banks and supervisors to maintain asset quality, properly account for risks, and ensure that adequate buffers were built in anticipation of a possible downturn. In times of rapid credit growth, the mere quantity of loan applications makes risk assessment difficult, and often results in a decreased quality of new loans. An additional source of concern in the Indian case comes from the fact that the current rapid credit growth is in part due to cyclical factors (and risk tends to be underestimated during booms and overestimated in recessions), and is accompanied by considerable exuberance in asset markets, suggesting the possibility of asset overvaluation.8
The aggregate nonperforming asset (NPA) ratio of the Indian banking system is currently low, although it may increase in the future. The aggregate nonperforming loan (NPL) ratio was 5 percent at end-March 2005, after having steadily decreased for the last five years. However, the most recent decreases in the NPL ratio are in part due to credit growth itself, as a growing share of the stock of loans is relatively new. Deterioration in asset quality typically occurs with a lag of one to two years, since a loan is classified as nonperforming only after it has not been serviced for a certain time. Furthermore, the NPA ratio is highest in public banks, which dominate the sector, and in lending to priority sectors, which is the biggest contributor to the overall credit growth (Table 6.5). While these numbers are not high enough for serious concern at the moment, they suggest that the policy of encouraging banks to increase their lending to priority sectors should at the least be conditional on appropriate credit assessment by banks.
Rapid credit growth also puts pressure on banks’ capital. New loans to the private sector increase risk-weighted assets, making it more difficult for banks to satisfy the capital adequacy requirement. So far, however, capital adequacy of the system appears sound. The aggregate capital adequacy ratio (CAR) was at 12.8 percent as of end-March 2005, and only two banks out of 87 were violating the RBI requirement of 9 percent. Nevertheless, there are indications that some banks may have started to feel pressure on their capital. At end-March 2005, seven banks had a CAR between 9 percent and 10 percent (against only one bank a year before), and there were reports of some banks issuing significant amounts of subordinated debt to shore up their Tier II capital.
Stress tests can be used to assess the vulnerability of the Indian banking system to credit risk. Three scenarios were considered by the IMF staff: (1) an increase in provisioning to the levels consistent with international best practices;9 (2) an increase in NPLs by 25 percent; and (3) an increase in NPLs due to a portion of the “new” loans becoming nonperforming. In the third scenario, we assume that all loans made in the last two years are currently performing. Then, we assess the effect of these “new” loans becoming nonperforming at the same NPL rate that the “old” loans currently have. Assuming that the NPL ratio of the “old” loans reflects the average quality of risk assessment mechanisms currently in place and the average riskiness of lending in India, this is a fairly realistic scenario.
The results of the stress tests indicate that the Indian banking system as a whole is resilient to the tightening of provisioning requirements and to the deterioration in credit quality that typically accompanies periods of rapid credit growth (Table 6.6). No group of banks would experience serious capitalization problems as a result of increased provisioning or a 25 percent increase in NPLs. In the third scenario, which has the biggest effect on banks’ capitalization, most groups of banks still remain above or very close to the capital adequacy requirement of 9 percent. The only exception are old private banks, whose aggregate CAR falls to 6 percent, but these banks together account for less than 6 percent of the market. Capital adequacy of all of the six largest banks in the country remains above 8 percent in this scenario. However, the next four banks (accounting for 12 percent of the system’s assets) would see their capital adequacy fall to the levels of 4–7 percent. While this is a significant reduction compared with their current levels of capitalization, it need not present a systemic risk for the banking sector, and the affected banks should be able to restore their capital adequacy relatively quickly through new capital injections, consolidation, or other means.
Table 6.6. Stress Tests: Capital Adequacy Ratio Under Various Scenarios
Sources: Reserve Bank of India; and IMF staff estimates.
The analysis above suggests that, while the recent rapid credit growth does present some risks, at the moment those risks do not appear to be significant. There are currently no signs of serious asset quality problems in the banking system, the aggregate ratio of credit to deposits is still moderate, capital adequacy ratios are sufficiently high, and the NPA ratios are low. Nevertheless, credit developments need to be closely monitored, to ensure that potential risks do not materialize.
Sound financial policies (including prudential rules and regulations) play a crucial role in allowing the level of stress in the financial system to be contained (Das and others, 2005). The RBI has already taken several steps to respond to potential risks. In 2004 and 2005, it increased the risk weights on consumer and housing loans, and on commercial real estate and capital market exposures.10 It also tightened loan classification rules in line with the international best practices, by requiring that a loan be classified as nonperforming after it has not been serviced for 90 days, instead of the previous 180 days. More recently, general provisioning for nonpriority sector loans was increased from 0.25 percent to 0.4 percent.
The RBI is also working on reducing potential risks from the expansion of consumer credit. Consumer credit is still at low levels in India, and the NPL ratios are low (2.2 percent for all retail loans, 1.9 percent for housing loans, and 7.9 percent for credit card debt). However, the rapid rise in credit card debt (36 percent in 2004/05), as well as the already sizable share of nonperforming loans and reports of unfair market practices, point to the possibility of future problems. Experience of other countries (notably Korea) shows that developments in this area need to be closely monitored, especially in an environment where the concept of consumer credit is new for most borrowers. The RBI has recently issued a set of guidelines for credit card operations, aimed at raising consumer awareness and punishing unfair market practices.
Nevertheless, additional prudential steps could be considered, especially if rapid credit growth continues. Experience of other countries that had periods of high credit growth can be useful. Hilbers and others (2005) explored the policy options that are available to counter and reduce the risks resulting from fast credit growth. The Indian authorities have indicated that they are considering the scope for additional steps, including the further tightening of loan classification norms and the introduction of “special mention” loans that would require provisions (International Monetary Fund, 2006).
The improving financial soundness of the banking sector and the absence of major risks provide an opportunity to devote more attention to developmental issues, and to accelerate banking reforms.
Despite all the remarkable progress of the last decades, India still lags behind the major industrial countries in financial sector development. The ratio of private sector credit to GDP grew from 33 percent in 2002 to around 40 percent in 2005—a level that may be impressive by developing countries standards but that is significantly lower than the levels in many other Asian countries, Western Europe, or North America (Figure 6.6). Many types of credit—in particular retail credit—still remain at very low levels, as banks in India have tended to invest a large share of their deposits in government securities. Government securities still account for 31 percent of banking system assets, while net loans account for about 50 percent. Although growing rapidly, retail loans (which include housing loans, consumer durables, credit card receivables, and other personal loans) are still small at about 7 percent of GDP.
Figure 6.6. Banks’ Credit to the Private Sector, 2004
(In percent of GDP)
Source: IMF, International Financial Statistics.
1Data for India are for end-March 2005.
Furthermore, although Indian banking has become more inclusive over the years, the majority of rural population (including large farmers) still does not have access to finance from a formal source (Srivastava, 2004; and Basu, 2005) (Figure 6.7). This happens in spite of the fact that Indian banks typically exceed the government’s target for the loan growth in priority sectors. The demographic branch penetration in India (6.3 branches per 100,000 people) is also lower than the developing Asia average of 7.5 (Beck, Demirgüç-Kunt, and Martinez Peria, 2005). This leads rural households to rely heavily on informal finance, where the interests charged averaged 48 percent a year in 2003.
Figure 6.7. Access of Indian Households to Formal Finance1
(In percent)
Source: Srivastava (2004).
1Marginal farming households are those with landholding of less than one acre; small with one to four acres; large with four or more acres. Commercial households are with or without land, but with income from nonfarm sources exceeding half of total household income.
To compensate for the lack of finance from the formal banks, some new innovative microfinance approaches have been developed, including the self-help group (SHG) bank linkage, which received strong support from the government. However, the reach of microfinance institutions has been modest, and in any case microfinance cannot substitute for the efficient formal financial sector (Basu, 2005; and Basu and Srivastava, 2005).
Another potential source of finance for rural households are rural cooperative banks. However, many of them are in financial distress, with NPAs reaching 35 percent in some banks. More than a third of rural cooperatives are undercapitalized, and about a fourth are unprofitable. These banks also present a significant regulatory burden, given their large number and a number of differences in the regulatory frameworks for cooperatives and scheduled commercial banks.
One of the reasons for the continued failure of the Indian financial system to provide finance to the underprivileged population is the continued reliance on priority sector lending as a means to provide finance to rural areas. A recent World Bank report (Srivastava, 2004) noted that the directed lending norms that require banks to allocate 40 percent of their lending to the “priority sectors” have not generated the intended results, as access to finance of the rural households, as well as of the small and medium-sized enterprises (SMEs), remains at a very low level.
Lending in rural areas and to the SMEs remains a high-risk and high-cost proposition for banks. Uncertainty about the borrowers’ ability to repay, in the absence of credit information (and of proper accounting in the case of SMEs), drives up default risk. In addition, transaction costs are high, due to the small loan size, high frequency of transactions, large geographical spread, and widespread illiteracy (Srivastava, 2004). As a result, most banks prefer to get around the priority lending requirement by subscribing to other eligible instruments. Similar programs of directed lending in other countries were also typically shown to be unsuccessful in improving access to credit for the targeted groups.
A substantial impact on financial sector development could be achieved by a shift from the heavy reliance on priority sector lending to removing roadblocks to lending, such as remaining difficulties in recovering assets, lack of well-developed credit registries, and weak accounting practices in SMEs. The passage of the new Securitization and Debt Recovery legislation in 2002 and 2004,11 and the creation of the new credit registry in 2005, were both significant positive developments, but collateral requirements and limits on microfinance continue to constrain potential.
Another major obstacle to faster financial sector development in India is the continued dominance of public sector banks. Public banks account for 75 percent of banking system assets, 78 percent of deposits, and 67 percent of capital. Public banks have also played the major role in recent rapid growth in domestic credit. In contrast, foreign banks currently account for about 7 percent of total assets of the banking system, 5 percent of deposits, and 11 percent of capital.
The public sector also accounts for a significant share of banking sector credit, reflecting the important role public enterprises play in the Indian economy. Bank credit to the public sector in India accounts for nearly 40 percent of total banking sector credit, or slightly over 20 percent of GDP, which is higher than in many other Asian emerging market countries.12
A recent study argues that large public sector borrowing from the banking system may slow financial deepening, by affecting structural characteristics of the banking system (Hauner, 2006). In particular, it finds that high levels of public sector borrowing have a negative effect on standard indicators of financial sector depth, and that banks lending mainly to the public sector tend to be more profitable but less efficient.
Other recent studies (La Porta, Lopez-de-Silanes, and Shleifer, 2002) found that government ownership in banks tends to be significant in countries with low levels of per capita income, underdeveloped financial systems, interventionist and inefficient governments, and poor protection of property rights. They also found that government ownership of banks is associated with slower subsequent financial development and lower subsequent growth in per capita income, in particular with slower growth of productivity. These findings seem to support the view that government control of financial institutions tends to politicize resource allocation, soften budget constraints, and lower economic efficiency (Kornai, 1979; and Shleifer and Vishny, 1994), and stands in sharp contrast with the “development” view of government ownership (Gerschenkron, 1962; and Myrdal, 1968). Public banks can have a different objective function than private banks. As a result, they tend to provide credit based on considerations such as economic development needs, without efficiency considerations or sufficient assessment of risks.
The relatively slow pace of financial development in India and the lack of success in providing access to finance to poor and rural communities seem to support the pessimistic view of effects of government ownership in the banking sector. Furthermore, key financial soundness indicators of public banks in India tend to be worse than those of foreign and domestic private banks (Table 6.7). Efficiency indicators (such as the ratio of personnel expenses to total income) are also much stronger in domestic private and foreign banks than in public banks.
Table 6.7. Key Financial Soundness Indicators by Bank Ownership, End-March 2005
(In percent)
Source: Reserve Bank of India.
The authorities are well aware of the need to further deregulate the banking sector, and are taking steps in that direction. In early 2005, the RBI announced a series of banking reforms, designed to give public banks greater autonomy and to provide guidelines for foreign bank expansion. The RBI sees it as a new step in the continuing process of financial market liberalization. The intention of the reforms is to increase public banks’ efficiency, while providing them breathing space by keeping some restrictions on foreign competition until 2009. From 2005, foreign banks are allowed to establish wholly owned subsidiaries (previously only branches were allowed). In addition, the RBI plans to amend legislation to eliminate the 10 percent cap on the voting rights of foreign banks. However, any acquisition of 5 percent or more by a foreign bank will still require RBI approval, and foreign direct investment (FDI) is limited to private banks identified for restructuring, with a limit of 74 percent. Full national treatment for wholly owned subsidiaries of foreign banks and the expansion of FDI to nondistressed banks is not envisaged until 2009.
These measures are a welcome step. While presence of foreign banks will not by itself solve all the problems of financial development,13 larger foreign bank presence should enhance the competitiveness of the banking sector, and widen access of qualified borrowers to financing (Mathieson, Schinasi, and Claessens, 2000; and Moreno and Villar, 2005). Currently, although foreign banks can engage in all financial sector activities, foreign presence in the Indian banking system (as captured by balance sheet data) is lower than in some other Asian emerging market countries, and significantly lower than in Latin America and Eastern Europe.14 Bringing forward the target dates for lifting remaining restrictions on foreign ownership from 2009 could therefore help to improve efficiency of the banking system.
More generally, however, efficiency gains could be achieved by increasing private involvement in the banking sector, domestic as well as foreign. An important step here would be allowing some public banks to reduce their government share below 51 percent. In addition to efficiency considerations, this step should make it easier for public banks to deal with the rapid credit growth and the need to meet Basel II capital norms, which Indian banks will be required to implement from end-March 2007. Fast credit growth is already putting pressure on capital adequacy of some banks, and it is expected that a number of public banks with government ownership close to the 51 percent floor would need additional capital to satisfy the Basel II requirements. Without access to new private capital, banks would have to resort to the new instruments approved by the RBI in 2006 (such as perpetual preferential nonvoting shares), which may not necessarily be the most efficient way to raise capital.
To conclude, India is currently in a fortunate position where a relatively sound financial system provides the opportunity to take a significant step toward increasing the efficiency of the financial sector. Prudential issues remain important, as recent rapid credit growth poses a number of potential risks, that need to be closely monitored. But the soundness of the banking sector combined with its resilience to potential shocks present a unique opportunity to accelerate the banking sector reforms. The key steps here would be to reduce reliance on priority sector lending targets as a way to provide finance to rural areas and SMEs, and to allow more private ownership in the banking system, domestic as well as foreign.
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CATRIONA PURFIELD AND MARK FLANAGAN
A major factor underlying India’s large general government deficit and debt burden has been the deterioration of state government finances. State governments play an important role in implementing fiscal policies in India, undertaking more than half of general government spending. However, until recently they only received a little under 40 percent of government revenues. The imbalance in their finances has been aggravated by various special factors in recent years including large civil service pay increases granted by the Fifth Pay Commission in 1997, increased tax competition among the states, a rising interest burden, and low tax buoyancy during the growth slowdown of 2001–04 (Table 7.1). As a result, by end-March 2005 state government debt accounted for over one-third of the general government’s total burden of almost 80 percent of GDP. In the fiscal year 2004 states also accounted for about half of the general government deficit of 9.1 percent of GDP (up from only a quarter a decade earlier).
While more recent indicators suggest that the states’ fiscal position has begun to improve, problems remain. The aggregate state debt-to-GDP ratio of 33 percent accounts for 320 percent of state own revenues while the interest bill continues to consume more than a quarter of state own revenues. The situation is even more serious for some individual states, with debt approaching 100 percent of GDP in some special category states, and debt-to-revenue ratios as high as 400 percent (in the middle-income state of West Bengal). A lack of free resources is also constraining states’ ability to maintain existing infrastructure and invest in new projects, and limiting options to expand social spending.
This chapter examines how India’s federal system may have created incentives for fiscal indiscipline at the state level and reviews the steps being taken to improve the system. First, it highlights those features of India’s system of federal relations that have given rise to macroeconomic and fiscal problems in other countries. Next, it tests empirically whether the institutional characteristics of India’s federal system have in fact contributed to states’ fiscal problems. The chapter then reviews recent policy changes aimed at addressing state deficits, assesses whether these recommendations are likely to improve aggregate state finances, and examines their implications at the individual state level. Finally, drawing on international practice, the chapter considers some additional measures that could be taken to strengthen India’s fiscal federalism framework.
International evidence suggests that decentralization can contribute to large and persistent general government deficits. Studies by Dabla-Norris and Wade (2002), Rodden (2002), and Tanzi (2000) find incentives for responsible fiscal behavior and hard-budget constraints are undermined when the federal framework is characterized by a high degree of dependence on transfers, lack of constraints on subnational indebtedness, lack of clarity in the respective roles of each tier of government, and weak budget institutions.
In an international context, the level of states’ transfer dependence in India is relatively high. Central government grants account for a larger share of the states’ revenue and a slightly higher share of expenditure than is typical in most decentralized systems (Table 7.2). Moreover, states have little control over the use of these grants. The split in responsibility for grant allocations between the Finance and the Planning Commissions1 is also unusual, and it leads to coordination problems, creates incentives for states to overstate revenue needs, and allows larger and politically stronger states to bargain for larger transfers.2 Moreover, shared taxes account for about one-third of state tax revenues, and since these are pooled and divided across states by the Finance Commission, revenue collection incentives may suffer.
Table 7.2. Subnational Autonomy in an International Context
(Average for 1990–97)
Sources: IMF, Government Finance Statistics (GFS) and International Financial Statistics; and IMF staff calculations.
1 Ratio of tax revenue (including shared taxes) to total subnational revenues, including grants.
2 Ratio of shared taxes from central government to total subnational tax revenue.
3 Ratio of central grants to total consolidated expenditure of subnational governments.
4 Deficit as a share of subnational nongrant revenue; a positive number implies a surplus.
5 Tax share ratios from Ebel and Yilmaz (2002).
6 Tax share ratios from Dabla-Norris and Wade (2002).
7 Tax autonomy measured from GFS data for 1995–99. Other measures use data reported in Ahmad and others (2002). Subnational governments receive 25 percent of domestic value-added tax, the business tax, enterprises income taxes on state enterprises, the personal income tax, and a number of smaller taxes. Rates on these taxes are generally decided by the center.
Even after the operation of the transfer system, the level of imbalance in state finances that remains is unrivaled. The state-level deficit in India still amounts to 22 percent of total states’ nongrant revenue, including shared taxes and grants from the central government. Elsewhere, state-level finances are typically closer to balance after the operation of tax sharing and grant arrangements.
Indian states close this imbalance mainly through borrowing, and India’s borrowing regime has been comparatively liberal by international standards.3 Many developing countries prohibit or ban local borrowing (e.g., China and Indonesia). Most that permit borrowing impose numerical ceilings on subnational indebtedness, usually in the form of ceilings on the debt stock or debt service. Where ceilings are absent, hard-budget constraints are often enforced by legally prohibiting central government guarantees of subnational debt and state guarantees of public enterprise debt (e.g., South Africa and the Czech Republic). India’s borrowing regime has been closer to that of advanced economies. Indian states are able to borrow domestically, although they need to seek central government approval if they are indebted to the center (which all states are). External borrowing by states is explicitly prohibited by the constitution. Until recently, the central government did not subject states to an explicit aggregate borrowing ceiling, choosing instead only to subject a state’s market borrowings to caps. With states obliged to take 100 percent of the debt issued by small savings schemes, they were able to easily finance their growing deficits.
The combination of (de facto or de jure) soft-budget constraints and high transfer dependence has generated serious fiscal problems in other countries. Brazil and Argentina are well-known examples where the central government’s inability to credibly commit to a policy of no subnational bailouts led to moral hazard problems. The ability to tap state-owned banks and enterprises has also softened budget constraints in Germany and the Czech Republic. A weak regulatory borrowing framework contributed to subna-tional debt problems in Colombia, the Czech Republic, and South Africa.
We turn now to testing empirically the importance of transfer dependence and soft-budget constraints in explaining states’ fiscal performance, using annual data from India’s 15 largest states between 1985 and 2000. Fiscal performance is proxied using two measures: (1) The ratio of the budget deficit in state i to total expenditure in state i (which measures the share of state expenditure not covered by revenue and helps control for the large differences in the size of state governments); and (2) the ratio of the deficit in state i to gross state domestic product (GSDP) in state i. Fiscal performance is modeled as a function of the following:
Transfer dependence. States that rely more heavily on transfers from the central government have fewer incentives to be fiscally responsible. Once the link between taxes and benefits is broken, states may try to offload the cost of extra spending on the central government and bailout expectations are likely to be higher. The degree of transfer dependence in a state is measured as the sum of grants and shared revenue received by state i in period t as a share of state i’s revenue in period t.
Soft-budget constraints. Soft sources of central government finance for states can generate moral hazard: having condoned the borrowing, it is difficult in future for the central government to deny assistance to states in financial stress. States’ expectations for a bailout are likely to increase the higher the level of their central government debts. Such borrowing dependency is measured by the stock of central government loans to GSDP in state i in period t.
The extent of decentralization. It could also be more difficult for a state to control deficits if it is responsible for implementing a greater share of general government expenditure. However, if a state collects a greater share of general government revenue, the link between expenditure and revenue is stronger, creating better incentives for fiscal discipline. A state’s expenditure (revenue) share in period t is measured relative to general government expenditure (revenue).
Contagion. Shortfalls in shared taxes can quickly lead to a widening deficit at both tiers of government. The inability of the central government to control its own deficits may also signal deficit tolerance or future offloading of unfunded expenditure mandates on states. We measure these spillover effects using the ratio of the central government deficit to central government expenditure in each period.
State-specific structural and economic characteristics. The hypothesis here is that a state would have greater difficulty controlling deficits the greater its reliance on agriculture, the larger its population, the greater the share of its population living in poverty, or the lower its real per capita income.
Table 7.3 presents the results with the upper section using the ratio of state deficit to expenditure as the dependent variable and the lower section using the deficit to GSDP.4 A Hausman test favors the random effects (Model 3) over the fixed effects specification.
Table 7.3. Estimates of State Deficits and Transfer Dependence1
Source: IMF staff calculations.
1 p(z) < 0.01; ** p(z) < 0.05; * p(z) < 0.1.
The results confirm that the combination of high transfer dependence and soft-budget constraints significantly weaken state fiscal discipline: Transfer and borrowing dependency are individually significant. States that implement a larger share of general government spending have significantly higher deficits, while those that account for greater share of general government revenues have much lower deficits. Larger deficits at the central government level are also found to have resulted in significantly larger state-level deficits. With the exception of poverty, most state-specific characteristics are found to be insignificant in explaining cross-state divergence in fiscal performance. Although per capita incomes are found to be statistically significant, the impact on state deficits is very small. Model 4, which includes a time-specific dummy variable to capture the effects of the Fifth Pay Commission, finds that the pay awards—which also fed into higher pension spending—caused the ratio of states’ deficit to expenditure to ratchet upward by close to 4½ percentage points.
Transfer dependence and growing expectations of central government bailouts may have created upward pressure on state deficits over time. To test this hypothesis, Table 7.4 presents the results of using the one-step robust Arellano and Bond generalized method of moments (GMM) estimator where the key explanatory variable is the change in borrowing dependency measured by the change in loans outstanding from the central government.5 The results suggest that since the mid-1980s, the ratio of the deficit to state expenditure rose by almost 1 percent for each 1 percent of GSDP increase in states’ indebtedness to the central government (Model 5). It is also feasible that transfer dependency and bailout expectations could interact to cause the states’ deficit to rise over time. States have an incentive to increase expenditure knowing that the central government will be under pressure to provide assistance. This could be especially relevant in India where the revenue-sharing ratios are fixed for five-year intervals and states can use evidence of their past deficits to argue for larger transfers at the time of review. Model 6 includes a multiplicative term to capture such interactions and it confirms that bailout expectations, as measured by the stock of loans outstanding to the central government, coupled with transfer dependency, contributed to states’ rising deficit.
Table 7.4. Dynamic Panel Estimates of the Evolution of State Deficits1
Source: IMF staff calculations.
1 p(z) < 0.01; ** p(z) < 0.05; * p(z) < 0.1.
Mindful of the growing problem in state finances and the shortcomings in the existing federal system, the 2004 Twelfth Finance Commission (TFC) reassessed the system of fiscal federal relations. It made three key recommendations, which are now being implemented:
The TFC’s framework is expected to have a considerable direct impact on general government finances. The direct impact—due to a higher revenue share, higher grants, and interest relief—can be assessed relative to a baseline reflecting a continuation of revenue and spending ratios at levels realized during 2004/05 (Table 7.5). The comparison shows that:
Table 7.5. Projected Impact of Twelfth Finance Commission Recommendations on Fiscal Baseline
(In percent of GDP)
Sources: Government of India, Report of the Twelfth Finance Commission; and IMF staff estimates.
1 Discretionary.
2 As in 2005–06 budget.
Three scenarios are developed here, covering baseline, high growth, and low growth cases to assess whether the adjustment anticipated by the TFC is on track (Table 7.6).6 The baseline assumes growth will continue at its recent average, while the high and low cases are about one standard deviation above and below the TFC’s baseline growth assumption. In the baseline scenario, revenue buoyancy is assumed to be in line with recent trends, but rises and falls moderately under the different growth assumptions. In each scenario, states try to raise both primary revenue spending (reflecting the need for operations and maintenance and social spending), and capital spending (with a view to achieve the TFC’s target of a total investment increase of ½ percent of GDP). However, if the scenario shows a burgeoning deficit, states are assumed to restrain their spending. Finally, since the aggregate state deficit path differs across the scenarios, the total debt and interest relief received by states is allowed to vary across scenarios: over three-fourths of states (on a value-weighted basis) receive the debt relief in the high growth scenario, but less than half do in the low growth scenario.
Table 7.6. State Fiscal Adjustment Scenarios
(In percent of GDP)
Sources: Government of India, Report of the Twelfth Finance Commission; and IMF staff estimates.
With these assumptions several important results emerge (Figure 7.1 and Table 7.6):
Even if states in aggregate achieve a sustainable debt level, some states may yet face significant fiscal stress. Since states face widely varying initial fiscal conditions and diverse growth prospects, some are likely to require more fiscal adjustment and/or debt relief than others to achieve a sustainable debt position. To evaluate the impact on individual states, we consider whether a state would achieve a debt stabilizing primary balance if it were to implement the full TFC fiscal adjustment (i.e., revenue balance and an overall deficit of 3 percent of GDP) up front and were also to be given all of the proposed debt rescheduling and relief in the first year.7
In calculating debt scenarios for individual states, relatively favorable assumptions are used. For each state, the historic state growth rate is used, adjusted for the difference between projected growth for the economy as a whole under the baseline macroeconomic scenario (Table 7.5) and past growth for the economy as a whole. States are assumed to face the same interest rate on new borrowing, approximately the rate on small savings (the largest source for state borrowing at the moment). This rate is assumed to evolve in line with, but remain above, market rates. In reality, however, weaker states would almost surely face a harsher borrowing environment. At the same time, if the adjustment were to be phased instead of undertaken upfront, the initial debt ratio would be higher for many states. On both counts, debt dynamics would be worse.
Even with these favorable assumptions, analysis of the general category states suggests that many of them would indeed continue to face significant fiscal stress (Table 7.7):8
Table 7.7. Sustainability of State Debts Post-TFC: Baseline Scenario1
Sources: World Bank; and IMF staff estimates.
1 Assumes that all debt relief and fiscal adjustment are to be realized up-front.
2 Amount of adjustment required to realize 1 percent of GDP in debt relief.
3 Assumes an overall deficit of 3 percent of GDP.
4 When a positive gap exists, the overall debt level would be declining.
The analysis also highlights that the debt relief incentive scheme, while a positive step, may prove insufficient to motivate a full adjustment effort in some states. While the central government is providing considerable resources to the states in aggregate, for many states the debt relief is minor relative to their total outstanding liabilities, and relative to the amount of primary adjustment they need to undertake (Table 7.7; see also Kurian, 2005). From another perspective, for debt relief equivalent to only 8½ percent of total transfers they are already set to receive, states would have to undertake very politically difficult policy reforms. For states where there is no present consensus, and which face a very large adjustment requirement, the incentive on offer may prove inadequate.10
Given the long-standing nature of the problem in the states, and the risks to achieving TFC targets, there is good reason to consider ways in which the borrowing and incentive regime could be strengthened. On the borrowing side much can be done in the short term; however, on the incentive side, due to the constitutional prerogative of Finance Commissions over the design of fiscal federal relations, some of the more attractive options may need to await the next Finance Commission, in 2009.
India could, in the near term, take a number of measures to strengthen the borrowing regime:
The government could also, at the same time, pursue greater cooperation with states, with peer pressure as a sanction. Under a cooperative approach, negotiations with subnational governments determine a global borrowing ceiling, which is then apportioned to the various government entities (see Ahmad, Albino-War, and Singh, 2005). Enforcement can be through an independent intergovernmental entity (e.g., Austria) or through a subnational government association (e.g., Denmark), and should involve some form of financial sanction. In Spain, for instance, subnational governments that violate agreed borrowing ceilings are required to contribute to any fines assessed by the European Union (under the Stability and Growth Pact). In India, the central government regularly engages the states on their individual borrowing plans, and has plans to set up a borrowing council (involving the Ministry of Finance, the RBI, the Planning Ministry, and states). This council could become a forum for the determination of a global all-state borrowing ceiling, and for agreement on sanctions for exceeding state-specific targets.
In terms of the incentive regime, stronger requirements on information provision and stronger sanctions would help make it more effective:
Looking forward to the next Finance Commission, the center may also consider grants that are more tightly linked to fiscal performance, to provide a stronger institutional sanction. This could prove especially useful for states that ultimately do not abide by TFC recommendations. Brazil, Ecuador, and Peru have all embedded provisions to suspend grants in their FRLs due to poor fiscal performance. In Peru, the suspension is temporary (for 90 days), and this can avoid worsening the subnational authorities’ fiscal situation. Brazil is seen as having enjoyed good success with its framework, and indeed subnational balances have improved markedly since its introduction (see Webb, 2004). Constitutional issues arise in India, however, insofar as the revenue share cannot be subject to conditions. An option might then be to reduce the revenue share, and to use the freed funds to create an equivalent (and ex ante fixed) grant for each state. This grant could be suspended at least temporarily if a subnational government fails to meet its fiscal adjustment targets.
This chapter finds evidence that institutional factors have played an important role in explaining both the differences in fiscal performance across Indian states as well as the deterioration in their combined deficit over time. The results of the econometric analysis suggest that states with greater access to central government transfers have tended to have larger deficits, and this negative relationship has been amplified the higher a state’s reliance on central government loans. This finding reflects the fact that states may have little incentive to rein in deficits when they expect—on the basis of their past experience—central government bailouts.
The recommendations of the TFC represent a step forward in addressing these adverse incentives and the long-standing problems with state finances in India. However, other steps are needed to supplement the framework. The extra resources available to states will give adjustment a significant push, but a stronger adjustment strategy, both in the aggregate and for individual states, would improve overall and individual state prospects. Strengthening borrowing controls will be critical to outcomes, and in this context there is a need to tighten administrative controls, to remove impediments to more market discipline, and to reform the small savings schemes. At the same time, the conditionality on fiscal performance could be strengthened, with a focus in particular on sanctions at the state level for not meeting targets, information provision, and sanctions by the center (in the form of withheld grants) for fiscal performance shortfalls.
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MARK FLANAGAN
Tax reform figures prominently in India’s plans for fiscal consolidation and to generate fiscal space for infrastructure investment. Successive Indian governments have devoted considerable effort to developing a tax reform strategy: the 2003 Kelkar Task Force laid out a strategy for direct and indirect taxation and the Fiscal Responsibility and Budget Management Act (FRBMA) road map (Ministry of Finance, 2004) and Twelfth Finance Commission report (Government of India, 2004) both highlighted how tax reform could contribute to fiscal adjustment. Increases in revenue are expected to contribute almost 3 percent of GDP in fiscal adjustment at the center, and about 1 percent of GDP in the states, permitting 1½ percent of GDP in extra annual investment at the general government level.
International experience has shown that revenue-based consolidation strategies can be successful, but are a more difficult route to take. The earlier literature on fiscal consolidation had emphasized expenditure-based adjustment (Alesina and Perotti, 1996). More recent work has cast a more positive light on revenue-based experiences (Gupta and others, 2004; and Tsibouris and others, 2006), especially when a country begins its adjustment at a low initial revenue-to-GDP ratio and has developed well-defined tax reform plans that are phased in gradually (as in India at present). However, successful revenue-based consolidations are less common than expenditure-based consolidations even at low revenue levels, mainly reflecting constraints on the capacity of tax administrations. Countries have also had more difficulties protecting revenue-based gains against new revenue erosions and expenditure incursions.1
To date, India’s revenue strategy has shown some success. Measures have been passed to broaden the corporate income tax (CIT) base, efforts have been made to improve tax administration, and, after many years of negotiations and planning, a state-level value-added tax (VAT) has been introduced. Early returns from the VAT have been encouraging, with half-year 2005/06 indirect tax receipts up by close to 15 percent in those states implementing it. Growth in CIT and personal income tax (PIT) collections have been enough of late to offset the drag to revenues from continuing trade tax reforms; since 1993, the average effective tariff rate has dropped from 34 percent to 17 percent, and trade-related revenues have fallen by 1 percent of GDP (Figure 8.1).
Figure 8.1. General Government Revenue and Deficit
(In percent of GDP)
Source: Country authorities; and IMF staff estimates.
The time is ripe in India for further tax reform. To meet FRBMA deficit reduction targets, the center must raise its gross tax collection ratio by another 2½ percent of GDP, to a little over 13 percent of GDP, by 2008/09. With progress on some planned measures behind schedule, and sizable spending commitments on the horizon, new measures may need to be identified. Past international studies have emphasized that tax reforms undertaken at a measured pace within a stable macroeconomic environment—the present situation in India—stand a greater chance of success.
This chapter looks at India’s tax reform options in more detail. It first examines India’s revenue performance in international perspective to identify areas of potential collection gains. Then it considers India’s existing tax reform strategy, noting where gaps remain. The next section discusses an important gap: the level of the PIT threshold. The chapter concludes by discussing strategies for reinvigorating and sustaining base-broadening tax reforms.
International comparisons provide insight into India’s revenue collection effort and directions for future reforms. In selecting relevant comparators, account must be taken of several factors that are key for establishing taxable capacity: (1) per capita income adjusted for purchasing power parity (PPP) (it is infeasible to tax a subsistence level of income); (2) the structure of output (certain sectors, such as agriculture, are difficult to tax); and (3) openness to trade and capital flows (a more open economy faces more mobile tax bases). From an administrative angle, it is also important to consider population—the challenge of efficiently administering a tax system grows at least in proportion with the number of taxpayers.
It is useful to consider two groups of comparators for India. In the first group are countries in India’s PPP-adjusted per capita income range that are also broadly similar to India in terms of economic structure (China, Egypt, Indonesia, Pakistan, the Philippines, Sri Lanka, and Vietnam). In the second group are countries whose structural characteristics place them at a more advanced state of development (Brazil, Colombia, Mexico, Russia, South Africa, Turkey, and Ukraine). Table 8.1 highlights the differences between these two samples.
Table 8.1. India and Other Economies: Socioeconomic Characteristics
Sources: World Bank; and IMF, International Financial Statistics.
1 Of 208 total jurisdictions.
2 Median for population.
India’s revenue collections compare very favorably to the first group of comparators (Table 8.2). Total general government revenues exceed the level realized in direct comparators by almost 2 percent of GDP. The higher performance is mainly due to indirect taxation (sales taxes and excises). India is very much in line with income tax, customs and nontax revenue collection efforts in these other countries. This good performance is not driven by comparisons against the weakest members of the group—India outperforms both China and the Philippines, the two highest income comparators in the group.
Table 8.2. India and Other Economies: General Government Revenues
(In percent of GDP)
Sources: Country authorities; and IMF staff estimates.
However, against more mature emerging market countries, there are some revealing differences (Table 8.2). These more advanced economies collect some 13 percent of GDP more in general government revenues than does India. The largest difference is in payroll (social contribution) levies: all but one of the comparators has a formal social security system funded in this way while India does not. However, differences are broad based including an almost 3 percentage point gap in the PIT collection, and a gap of about 2½ percent of GDP for goods and services taxes (GST). India also collects a little less in nontax revenues, perhaps reflecting more efficient use of state assets elsewhere.
Part of the difference against mature emerging market countries will disappear over time as the structure of India’s economy shifts. If the share of agriculture in Indian output were to fall by 13 percentage points in favor of manufacturing and services (which would move its economic structure into line with more mature emerging market countries), this could yield close to 1 percent of GDP in additional revenue. However, it would take a long time for this shift in economic structure to occur—20 years, given the present differential between agricultural and nonagricultural growth rates. And there would still be a large gap in total revenues relative to the mature emerging market countries if nothing else in the tax system changed.
International comparisons suggest that India’s greatest revenue-raising opportunities lie in the goods and services and income taxation areas, and prospects for strengthening each of these areas are good. In fact, plans are already well laid out in India for reform of the GST, and many aspects of the PIT and CIT reform agenda have also been identified. The thrust of the proposals, consistent with international experience of successful tax reform episodes, is to broaden tax bases.
There is already a general strategy to address indirect tax shortfalls. The Kelkar Commission report and FRBMA road map both highlighted the need to move toward a broad-based and integrated GST. Key steps include (1) extending the state-level VAT to all states, and incorporating services into the base; (2) eliminating the tax on interstate trade (central sales tax (CST)); (3) expanding the service tax base at the center (for instance, to incorporate further financial and legal services); (4) integrating the central VAT and services tax into a new central-level GST applied at the retail stage; (5) broadening the GST base by eliminating exemptions (including for small-scale industries and specific regions); and (6) introducing a comprehensive GST (having a common base at the central and state level, but allowing rates to be fixed separately, subject to some limitations).2 The government is already moving forward on several of these steps.3
There is ample opportunity, in moving to a broad-based GST, to close the revenue gap with more mature emerging market countries. In general, international experience has shown that the introduction of a VAT often leads to higher revenues due to base broadening and compliance improvements (Tsibouris and others, 2006; and Thirsk, 1997). Looking more specifically at India, estimates suggest that eliminating exemptions for small-scale industries and for specific regions could generate an additional ¼ percent of GDP in annual revenue (Bagchi and others, 2005). Expanding the service tax base could alone generate 1 percent of GDP (FRBMA report; see Ministry of Finance, 2004). In terms of compliance, the sharp distinction in India between a good and a service along with the availability of scale- and location-based exemptions have given companies an incentive to reorganize production and distribution processes to minimize taxes. This has led to many drawn-out disputes with the tax authorities, and to complicated and costly-to-administer rules for imputing taxable values. There is thus much scope for compliance-based revenue gains, although the precise amount and timing would be difficult to predict.4
An integrated GST is best viewed, however, as a medium-term reform. Some steps would involve difficult center-state negotiations; for instance, elimination of the CST would produce winners and losers among the states (depending on whether they are net exporters to other states), and is raising issues of compensation. Others, like service taxation at the state level, involve constitutional issues. Even once these impediments are overcome, international experience has shown that implementing a full GST can take substantial lead time, in order to put in place appropriate administrative arrangements and to train taxpayers. The challenge is magnified for India, given the need to introduce a system of joint or unified audit and establish channels for adequate information exchange between different tax administrations. Taking adequate time to get this right is crucial. Unprepared administrations could face significant revenue leakages, to the detriment of public support for the VAT. At the same time, if taxpayers have difficulty complying with changes, pressures for reversal of reform could become intense (Gillis, 1989; and Thirsk, 1997).
India has already reformed key elements of its PIT regime. In the 2005/06 budget, thresholds were increased dramatically, rates were lowered modestly, and a variety of savings-related exemptions were consolidated into one deduction. The government is now considering modalities for taxing withdrawals from small savings funds.5 Small savings incentives cost the government in the range of ¼ percent of GDP annually in forgone income tax revenue (Ministry of Finance, 2002a). However, the FRBMA road map suggested grandfathering many existing savings schemes, which would limit near-term revenue gains.
There remain important base-broadening measures, however, that the Indian authorities could take. These would not be easy—well-organized vested interests would need to be confronted—but could yield some ¾ percent of GDP a year:
Table 8.3. India and Other Economies: Structure of the Personal Income Tax System
Sources: PricewaterhouseCoopers (2003b); country authorities; and IMF staff estimates.
1 In percent of per capita GDP.
2 For a married taxpayer with two children earning the per capita income and taking advantage of all savings, dependent, and education deductions.
India’s high income tax threshold would also restrain the growth of revenues over the medium term, but addressing this is not part of the current reform strategy. Compared to PIT systems in more mature emerging market countries, India’s threshold for income taxation is very high relative to per capita income, even adjusting for different deductions available (Table 8.3).9 The amount of tax revenue forgone may be significant: perhaps 1⅓ percent of GDP.10 The PIT threshold has just been raised in India, breaking a long decline over the past 40 years relative to average income (Figure 8.2). This issue is considered in more detail in the section “The Income Tax Threshold” below.
Figure 8.2. Evolution of the Personal Income Threshold
(Ratio to per capita income)
Sources: Ministry of Finance (2002a); and IMF staff estimates.
Many aspects of India’s corporate tax regime are now in line with international practice, but low revenue productivity signals too narrow a base. India’s corporate tax rate remains high, but it has done a good deal of late to bring its other CIT provisions in line with international practice (Table 8.4). However, even with these changes, the productivity of the corporate tax lags more mature emerging market countries. This indicates significant leakage through exemptions, and India does maintain extensive tax holidays, including for export-related activities, specific sectors, and regions. The direct cost of holidays for regions, exports, and the construction sector alone has been estimated at some ½ percent of GDP (Bagchi and others, 2005), and there is little evidence that these holidays have generated significant investment or employment.11 One result of excessive leakage in India has been a proliferation of other corporate taxes (e.g., the minimum tax and wealth tax), which complicate the tax system and raise administrative and compliance costs. Recent practice in more mature emerging market countries has been to reduce or eliminate tax holidays.12
Table 8.4. India and Other Economies: Structure of the Corporate Income Tax System
Sources: PricewaterhouseCoopers (2003b); country authorities; and IMF staff estimates.
1 Including surcharges.
2 Number of years; “Nlim” denotes no limit; “cap” indicates that the amount in any one year is capped.
3 Machinery and equipment, under straight line method.
The need to broaden the corporate tax base has long been recognized in India. The Kelkar Report (Ministry of Finance, 2002a) and FRBMA road map (Ministry of Finance, 2004) advocated the removal of tax holidays and discussed options including upfront elimination, a rapid two- to three-year phaseout, and sunset clauses with no new entrants. Time consistency would argue in favor of the first option: a phase-out would allow vested interests to lobby for continuation. The government has been pursuing the third route, but some setbacks are evident: in the 2005/06 budget, exemptions covering research and development facilities in specific sectors and investments in Jammu and Kashmir were extended by two years, and new tax benefits have been offered to corporates operating within special economic zones. A key issue, considered in the section “Creating an Environment for Reform,” is how to create an environment in which base-broadening measures would stand more of a chance of success.
Elaborating a strategy to increase the PIT threshold over the medium term should be a focus for the Indian authorities. International experience suggests that having well-specified tax reform plans is important: sudden political or economic events often provide an unexpected impetus to reform.13 Doing nothing would allow inflation to erode the threshold (so-called “bracket creep”), but this would require 25 years to bring the threshold into line with the average in more mature emerging market countries. Moreover, without an explicit strategy, there is a significant risk that the threshold will eventually be raised again, leaving the problem in place even as India develops into a more mature emerging market.
Several arguments have been put forward in India in favor of a high threshold:14
The arguments in favor of a high threshold have merit, but are less compelling from a medium-term perspective. Tax administration reforms, for instance the expansion of the taxpayer identification number (TDS system), computerization, introduction of a large taxpayer unit, and expanded collection of third party information, should strengthen tax administration. The information technology revolution should at the same time rapidly reduce compliance costs for taxpayers. In addition, the government has prioritized the enhancement of social spending over the medium term, and is introducing elements of a safety net. Finally, in the medium term, India will join the ranks of more mature emerging markets, and compared to them, its level of goods and services taxation lags.
Improvements in tax administration and better targeted social spending could open the door to a change in the threshold. As administrative and compliance costs fall and the government becomes more effective at redistributing income, political opposition could lessen. A formal social security system funded by a payroll tax is not necessarily needed but, if India does follow the lead of more mature emerging markets and introduces one, the payroll tax could promote better compliance, given the benefit motivation for payroll tax payment and the administrative synergies in payroll tax and PIT collection.
International experience suggests that successful tax reform, in particular, base broadening, requires focused efforts to build and maintain public support. In this regard, improvements in simplicity and horizontal equity (fairness) proved to be strong selling points in generating public support for tax reform; vertical equity and economic efficiency—while important from a theoretical perspective—did not (Thirsk, 1997). Moreover, tax base broadening also seems to be associated with successful revenue-based fiscal consolidation episodes, perhaps due to improved efficiency and macroeconomic outcomes (Tsibouris and others, 2006).15
To promote a broader tax base, many emerging market countries have become more transparent about the revenue forgone from various exemptions, that is, tax expenditures. Brazil, Mexico, Turkey, and Ukraine report tax expenditures and Russia and the Philippines have partial reporting.16 Indeed, in some cases this seems to have had a direct impact on subsequent policy (e.g., Ukraine).17 The Kelkar commission and FRBMA road map recognized the importance of transparency about tax expenditures, and the Ministry of Finance has been working on estimates for major items. Box 8.1 discusses the key issues to consider in this process.
Maintaining a broad tax base also requires careful administration. Budget process controls are important and are reasonable in India: the Ministry of Finance is required to vet and cost all new tax expenditure proposals and can propose alternative modalities for delivering support (e.g., on-budget subsidies). Moreover, the FRBMA in India effectively requires that new measures with a cost be compensated elsewhere. However, the system has failed in practice to stem the flow of exemptions, and recent legislation on special economic zones evolved to include extensive tax holiday provisions. An option to exert greater control would be to make all steps of the process more transparent, including what would now be internal Ministry of Finance deliberations on alternative subsidy mechanisms.
Box 8.1. Enhancing Transparency About Tax Expenditures
Improving transparency about tax expenditures requires consideration of several issues (Craig and Allan, 2001):
To protect CIT revenues, India may also need to address risks from harmful international tax competition. As India enters into bilateral and regional free trade arrangements, and companies are able to supply the Indian domestic market from other locations, the various jurisdictions may compete for mobile tax bases.18 Tax coordination can help to reduce the extent of competition. The least intrusive form would be a nonbinding code of conduct (as in the European Union). More developed forms would involve agreement on tax floors and on acceptable incentives (see Easson, 2004).
There is ample room for further revenue gains in India. The introduction of a GST, reduction of income tax thresholds, extension of income tax to the agricultural sector, and elimination of corporate tax exemptions would go a long way to raising India’s revenue ratio over the medium term, to achieve revenue collection performance on par with more mature emerging market countries (Table 8.5).
Table 8.5. Summary of Key Revenue Reforms
Source: (Bagchi and others, 2005); Ministry of Finance (2002a and 2002b); and IMF staff estimates.
1 Yield at existing income tax threshold.
2 Including agriculture.
Moving difficult reforms forward in India requires some thought about strategy. Fiscal federal agreements would be needed to secure a full GST and agricultural income taxation, while PIT reform would likely gain traction with improvements in the social safety net and tax administration reform. Corporate tax reforms may benefit from improvements in transparency, and from efforts to ensure appropriate tax coordination.
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HÉLÈNE POIRSON
Despite recent reforms to the personal and corporate income taxes and the introduction of a state value-added-tax (VAT) on goods in April 2005, India’s competitiveness is hampered by the complexities and distortions of the domestic tax system. The tax system remains characterized by high marginal rates and a narrow tax base. The average tax intake and tax productivity are low by international standards, reflecting widespread tax evasion and—as discussed in Chapter 8—exemptions and tax holidays for various sectors and regions. Moreover, despite significant trade liberalization in recent years, India continues to rely heavily on trade taxes as a source of revenue. Trade taxes account for 12 percent of general government revenue, three times higher than the average for nonmember countries of the Organization for Economic Cooperation and Development (OECD).
A significant concern as India contemplates further liberalization—whether in the context of new regional and bilateral trade agreements or multilateral tariff reduction under the Doha round—is the potential impact on tax revenues. To ensure that any trade tax revenue losses are recouped, while maintaining the gains from the trade reform itself, the government’s 2004 Fiscal Responsibility and Budget Management Act (FRBMA) road map envisages lower statutory personal and corporate income tax rates, the elimination of most exemptions and tax incentives, and the introduction of a national goods and services tax (GST) to both help improve tax revenue productivity and enhance economic efficiency.
The envisaged reforms, if implemented as a package, would not only help replace lost trade revenues but also make the tax system more investment friendly and less biased against exports. In particular, cuts in corporate and personal tax rates accompanied by base broadening to mitigate the revenue loss would help improve savings and investment rates, which are low by regional standards.1 The introduction of a destination-based GST, by shifting the burden of indirect taxation from manufacturing to consumption, would enhance India’s export prospects and increase India’s attractiveness as an investment destination by contributing to the formation of a single internal Indian market.
While the empirical evidence is mixed and results are not robust, crosscountry studies generally confirm the negative impact of a high tax burden on economic activity. Firm-level evidence and simulation results are the most conclusive, supporting the view that high tax rates have an adverse effect on growth and distort financing and investment decisions (Box 9.1). High tax rates may also contribute to the growth of the “shadow economy,” carrying costs in terms of forgone tax receipts and lower productivity growth (Farrell, 2004; and Schneider and Klinglmair, 2004).
This chapter explores how tax policy can help generate a revenue-led adjustment while enhancing India’s competitiveness and investment prospects. It first examines revenue performance in recent years and finds that it is characterized by (1) a continued high dependence on indirect taxes despite recent reforms, (2) low average effective tax rates and low tax productivity, and (3) high marginal tax rates and tax-induced distortions on investment and financing decisions. The next section finds that further reforms envisaged in the FRBMA road map would simultaneously improve tax productivity and lower the marginal tax burden and tax-induced distortions, but firms that rely on internal sources of funds or face problems borrowing would continue to face high marginal tax rates.
The authority to levy taxes in India is divided between the central government and the state governments. The central government levies direct taxes such as personal income tax (PIT) and corporate income tax (CIT); indirect taxes such as customs and excise duties and a service tax; and a sales tax on interstate trade (central sales tax (CST)). States levy a VAT on goods, state sales taxes, and various local taxes. As in other developing countries, tax incentives feature prominently in India, with tax holidays being the preferred form of incentives (see Chapter 8). Such incentives may be important for some companies to offset other costs of doing business in India—such as still relatively high import duties, restrictive labor laws, and inadequate public infrastructure—but an unfortunate outcome has been to thin out the overall direct and indirect tax bases (Shome, 2004).
Since 1991, the tax structure has been substantially rationalized. Changes at the central government level include reducing customs and excise duties, lowering CIT rates, extending a form of VAT to some industries, and broadening the tax base to some services (Box 9.2). At the state level, the main reform has been the introduction in 2005 of the VAT—now in all but two states—after 10 years of delay.
Box 9.1. Empirical Evidence on Taxation and Growth
High labor taxation can have a negative impact on employment and growth by pushing up labor costs. In the presence of strong and decentralized labor unions, labor taxes are shifted into real wages, reducing labor demand; this, in turn, leads to substitution away from labor and downward pressure on the marginal product of capital, reducing investment and growth. Empirical evidence for European Union (EU) countries confirms this view.1 High marginal effective tax rates (due to the combination of tax and benefit systems) can also affect labor supply decisions by affecting the choice between additional work and leisure.2
Consumption taxes should not in theory affect savings and investment decisions since future and current consumption are treated equally, and they remain neutral with respect to various sources of income. Empirical evidence is mixed, however. Some studies find that such taxes indeed have no impact on employment and growth,3 but others find that—like income taxes, although to a lesser extent—they have a negative impact on growth by distorting the choice between labor and leisure, and also could depress savings.4
Corporate taxes raise the required rate of return on investment and thereby depress investment. In addition, corporate taxes tend to favor debt over equity financing or retained earnings, potentially leading to an inefficient allocation of resources, higher insolvency risks, and discrimination against smaller companies that face more difficulties borrowing. Corporate taxes are also distortionary given the widespread use of rebates, exemptions, and special regimes for specific sectors or regions. This also benefits large companies that can lower their tax burden through tax planning and fiscal engineering.5 Cross-country studies confirm a negative link between the tax burden (measured by tax revenue as a share of GDP) and growth for high-income countries, although the result does not hold for low- and middle-income countries, perhaps reflecting measurement problems.6 Firm-level empirical results, as well as simulation results using computable general equilibrium models, also support the view that higher taxes negatively affect growth.7
Taxation of capital income—even when at a low level—appears to have a distortionary effect on savings. Cross-country studies find little evidence for the EU that taxes affect the aggregate level of savings, but they appear to influence its composition and location. Many EU countries tend to grant favorable treatment to specific savings instruments, such as retirement schemes and housing investment. Moreover, they generally apply a preferential treatment to nonresidents, thus distorting saving flows and potentially enhancing tax evasion possibilities associated with cross-border investment.8
1 See Daveri and Tabellini (2000).
2 For example, see Organization for Economic Cooperation and Development (2001).
3 See Daveri and Tabellini (2000) and Kneller, Bleaney, and Gemmell (1999).
4 For example, see Milesi-Ferretti and Roubini (1995) and Tanzi and Zee (2000).
5 See Rao and Lukose (2002); Organization for Economic Cooperation and Development (2001); Joumard (2002); and Nicodème (2002).
6 See Blankenau and Simpson (2004). The marginal or effective tax rate on corporates ideally should be used.
7 See Fisman and Svensson (2000) and Feltenstein and Shah (1995).
8 See Organization for Economic Cooperation and Development (2001).
After declining below 14 percent of GDP in 2001/02, India’s general government tax revenue rebounded to 16¾ percent of GDP in 2005/06. This exceeds the average for Asian emerging market countries by 3½ percentage points but is 3¾ percentage points below the average for all emerging market countries. The decline in revenue in the 1990s occurred as major tax reforms were implemented, aimed at improving the buoyancy of revenues and increasing the share of direct taxes in total revenues. Direct tax revenues increased, but indirect tax collections declined, mainly due to tariff reductions.
Recent reforms have had some success in reversing the declining trend of revenues. The peak tariff reduction for nonagricultural imports advocated by the 2002 Kelkar committee reports on direct and indirect taxation (Box 9.3) was fully implemented but the revenue loss was more than offset by buoyant corporate tax collections. PIT revenues rose as a share of GDP, but only marginally, reflecting the extension of further exemptions, deductions, and rebates, while excise revenues as a share of GDP remained broadly unchanged. The states succeeded in raising sales tax collections, and, as mentioned earlier, a VAT was introduced in 2005.
Box 9.2. Main Features of the Tax System (December 2005)
The principal direct taxes include PIT and CIT, state taxes on agricultural income, wealth tax, and various withholding taxes. The PIT is levied on non-agricultural income at rates of 10 percent to 31.5 percent. It applies to Indian residents and foreigners, on income earned in India. The exemption threshold of Rs 111,250 ($2,472) results in a relatively narrow tax base of about 40 million taxpayers. States levy some taxes on agricultural income (land revenue tax and agricultural income tax), but their combined incidence is considerably less than that of the PIT. A wealth tax is levied on net assets in excess of Rs 1.5 million (about $33,000). The CIT is levied at a rate of 33.66 percent for domestic companies (including surcharges), but with significant exemptions. Other corporate taxes include a 12.75 percent tax (including surcharges) on dividend distribution, a minimum alternative tax on profits, a tax on fringe benefits, and various withholding taxes on interest, royalties, and so on.
The main indirect taxes are the state VAT and sales taxes, central customs and excise duties, central service tax, and CST. The state VAT and sales taxes are levied on intrastate trade and the CST on interstate trade, at a rate that varies depending on the type of transaction and good. In VAT-implementing states, the VAT rates are 1, 4, and 12.5 percent. Sales taxes are also levied on specific items (e.g., petroleum products). The two states that have not implemented a VAT continue to levy state sales taxes. The center levies customs duties and a central excise duty (CENVAT) on goods manufactured or produced in India at a single rate of 16 percent, with some exceptions. The CENVAT base is truncated to manufacturing and eroded by a complex and extensive system of exemptions, including for small-scale industries and special economic zones. A service tax is levied by the center on some 71 services at a rate of 12 percent. Other minor taxes and duties imposed at both center and state level include stamp duty, taxes on land and buildings, and taxes on motor vehicles.
Despite reforms, the tax structure remains dominated by indirect taxes. The share of revenue from indirect taxes exceeds two-thirds, slightly above the average for emerging Asian economies, and significantly above the average for all emerging market countries (54 percent). State taxes on commodities and services are the prominent source of general government revenue (representing nearly a third of the total tax intake), followed by central government excises (one-fifth of the total) (Table 9.1).
Table 9.1. Structure of General Government Tax Revenue, 2004/05
Sources: Indian authorities; and IMF staff estimates.
1 Mostly service tax.
2 IMF staff estimates based on projected GDP growth and historical elasticities.
Box 9.3. Kelkar 2002 Reports’ Proposals
As part of its overall reform agenda, the government in 2002 set up a tax reform task force (Kelkar task force) to propose a far-reaching reform agenda for direct and indirect taxes.1 Proposals centered around the following elements.
A change in the exemption level and rate structure of the personal income tax and broadening of the base, as well as the elimination of most exemptions and replacement of allowances by credits. A proposed constitutional amendment would allow the central government to tax agricultural income. The general exemption would be increased, the number of brackets reduced, and the highest marginal rate reduced to 30 percent. A range of special deductions would be eliminated with some converted into credits. The report also proposed changes to the taxation of capital income, specifically exempting dividends from Indian companies and long-term capital gains on equity.
A reduction in the rate and in the large number of deductions and exemptions of the corporate income tax. The rate would be reduced from 35 percent (net of 2 percent surcharge) to 30 percent for domestic companies and from 40 percent to 35 percent for foreign companies. The minimum alternate tax would be eliminated.
A rationalization of the import tariff structure and export promotion schemes. The existing 20 tariff rates, ranging up to 182 percent, would be reduced to a range of 0–20 percent for most goods, with higher rates—up to 150 percent—for certain agricultural products and “demerit” goods. Exemptions would be significantly narrowed.
Broadening the base of the CENVAT and moving it further toward a VAT.
1 See Ministry of Finance (2002a and 2002b).
The overall tax burden on labor and capital income, as measured by the average effective tax rate (AETR), is low compared to advanced economies and higher-income emerging market countries in the region.2 The AETR on labor, at 2 percent in 2001, is much lower than in the European Union, United States, or Japan, which range from 21 percent to 36 percent (Table 9.2).3 This reflects India’s narrow effective tax base and the lack of a social security system. The AETR on capital income is also low, owing to the wide coverage of tax incentives, low personal taxes on capital income, and a large informal sector. The operating surplus of unincorporated enterprises (a proxy for the share of the informal sector) accounted for three-quarters of the operating surplus of the economy in 2000/01. India’s low AETRs on capital and labor match those of other low-income countries in the region (Sri Lanka and China), but are much below those of higher-income emerging market countries such as Korea and Thailand (Figure 9.1). These results suggest ample room for AETRs to increase further in India as income levels rise, without adversely affecting competitiveness. India’s AETR on consumption is broadly average despite a tax base that largely excludes services. As in other countries in Asia, it has declined over time.
Table 9.2. Comparison of Average Effective Tax Rates, 1990–2000
(In percent)
Sources: Carey and Rabesona (2002); and IMF staff estimates for India.
1 Combined effective tax rate on labor and consumption.
2 Average 1993–2000, based on data availability.
Figure 9.1. Selected Asian Countries: Average Effective Tax Rates (AETRs) on Labor, Capital, and Consumption
(In percent)
Source: Country authorities; and IMF staff estimates.
AETRs are relatively low in India mainly owing to low tax productivity.4 For example, CIT tax productivity is much below the average for both OECD and non-OECD countries, reflecting a tax base thinned out by exemptions and widespread tax evasion (Table 9.3 and Table 9.4).5 This suggests ample scope for increasing revenue without raising rates, via expansion of the taxpayer net, lifting of exemptions, and stepped-up tax administration. During the period 1993–2001, India increased AETRs on labor and capital despite reductions in statutory rates and continued widespread exemptions. This suggests that improved tax administration and compliance was the main factor underlying the improvement in tax productivity and resulting rise in AETRs.
Table 9.3. Revenue Productivity of the Corporate Tax, 2001
(In percent)
Sources: Standard & Poor’s; and IMF staff estimates for India and Korea.
1 Ratio of effective CIT rate to statutory CIT rate.
2 As of 2000.
Table 9.4. Revenue Productivity of the Corporate Tax, 2003
(In percent)
Sources: KPMG; IMF, Government Finance Statistics and International Financial Statistics; and various country databases.
1 As of January 1, 2004.
2 Used as proxy for the effective CIT rate. For 2003, unless otherwise indicated.
3 Ratio of corporate tax/GDP to statutory CIT rate.
Does the Indian income tax code affect incentives to invest? To investigate this, we calculate two standard indicators, the marginal effective tax wedge (METW) between the pretax and posttax return on capital, and the marginal effective tax rate (METR), defined as the ratio of the METW to the real required pretax rate of return.6 By summarizing various tax effects, including the statutory CIT and personal tax rates on capital income, depreciation allowances, and inventory valuation method, the METW measures the potential cost of taxation to investors, which in turn affects their decision to invest. The AETR on capital income, although commonly used for this purpose, does not accurately reflect incentives, as it is backward looking and measures the average rather than marginal tax burden. Moreover, international comparisons using the AETR are difficult to interpret due to differences in accounting definitions and the timing of tax payments. Further, it does not incorporate personal tax provisions.
The marginal tax burden on capital in India is lower than the OECD average, but tax-induced distortions tend to be high. Firms that rely on internal financing are particularly penalized, as they face a marginal tax wedge almost one-third higher than the OECD average (Tables 9.5 and Table 9.6):
Table 9.5. Marginal Effective Tax Wedge by Investment Type1
(In percent)
Sources: Dalsgaard (2001) based on OECD calculations; and IMF staff estimates for India.
1 These indicators show the degree to which the personal and corporate tax systems scale up (or down) the pretax real rate of return that must be earned on an investment, given that the representative investor can earn a 4 percent real rate of return on a demand deposit. The estimates shown refer to 2004 for India, 1999 for other countries.
2 The standard deviation across investment vehicles provides an indicator of the neutrality of the tax system toward corporate investment decisions. The lower the standard deviation, the more neutral the tax system.
Table 9.6. Marginal Effective Tax Wedge by Financing Source1
(In percent)
Sources: Joumard (2002) based on OECD calculations; and IMF staff estimates for India.
1 These indicators show the degree to which the personal and corporate tax systems scale up (or down) the pretax real rate of return that must be earned on an investment, given that the representative investor can earn a 4 percent real rate of return on a demand deposit. The representative investor is supposed to be a resident person, taxed at the top marginal income tax rate (see OECD, 1991). The estimates shown refer to 2004 for India, to 1999 for other countries.
2 The standard deviation across financing instruments provides an indicator of the neutrality of the tax system toward corporate financing decisions. The lower the standard deviation, the more neutral the tax system.
3 Weighted average across available countries (weights based on 1995 GDPs and PPPs).
The marginal tax wedge (1.4 percent) is slightly below the OECD average. This reflects low personal taxes, including the elimination of tax on long-term capital gains in 2004/05.
However, the standard deviation of the marginal tax wedge across investment assets is three times higher than the OECD average.Inventory investment is treated more harshly than investments in machinery and buildings, so that firms that need to carry more inventories are penalized, more so than in OECD countries. The use of the FIFO (first in, first out) method for inventory valuation also entails a higher tax burden, as increases in the value of inventories due solely to inflation are taxed.
The standard deviation of the marginal tax wedge across financing sources is nearly twice as high as the OECD average. The negative tax wedge enjoyed by debt financing means that the government is effectively subsidizing marginal debt-financed investments, more so than in OECD countries. Investments financed by new equity face a below-average tax wedge, thanks to relatively low dividend taxation. In contrast, investments financed by retained earnings face an above-average tax wedge, in excess of 2½ percent. Smaller firms that face problems in borrowing and tend to be more dependent on internal sources of funds are thus disadvantaged compared to larger firms (Rao and Lukose, 2002; and Joseph and others, 1998). The relatively large tax advantage of debt finance may also have contributed to relatively high financial leverage in India, exacerbating firms’ vulnerability. The average debt-to-equity ratio for Indian companies is high relative to their counterparts in Asian countries and elsewhere, and—even before the recent credit boom (Chapter 6)—had risen to 1.4 in 2002 from a low of 1.2 in 1996 (Topalova, 2004).
A related result is that corporates that have only limited access to debt financing, particularly smaller firms, face a high effective marginal tax rate. The METR for investments financed by retained earnings or equity is nearly 33 percent, compared with the OECD average of 22 percent, reflecting a relatively high CIT rate.7
The prevalence of tax incentives for special sectors and regions in India means that the marginal tax burden also varies greatly across sectors and regions. The marginal tax wedge for a firm that benefits from a corporate tax exemption is only 0.4 percent, 1 percentage point lower than that of a firm that does not enjoy the tax holiday. Other incentives, such as accelerated depreciation provisions, also result in a lower marginal tax burden for benefiting firms. Such large variations in METWs in turn can result in large distortions to investment decisions and allocative efficiency.
The facts highlighted above suggest that a tax reform combining lower statutory rates with base broadening could help achieve a pro-growth fiscal adjustment in India. AETR and tax productivity estimates suggest ample scope for raising direct tax revenue through the removal of exemptions and improved tax administration and compliance. In addition to reducing tax-induced distortions, the removal of exemptions would create room for further lowering statutory rates, which in turn would enhance the return on investment and further improve the neutrality of the tax system. With investors pursuing high-return investments rather than tax benefits, growth would tend to rise. Meanwhile, the planned introduction of a national VAT on goods and services (GST) would help improve the revenue productivity of domestic indirect taxes, helping recoup expected trade revenue losses, and also enhance economic efficiency. These broad directions for tax reform were highlighted in the government’s 2004 FRBMA road map.
The road map proposes a number of changes to income taxation and the introduction of a national GST.
Direct tax measures include further reductions in statutory rates. The road map proposes a reduction of the CIT rate to 30 percent and elimination of the surcharge; reduction of the general depreciation rate to 15 percent; elimination of the withholding tax on distribution of dividends; and elimination of the long-term capital gains tax. Several measures, including the reduction in the CIT and depreciation rates and the elimination of the long-term capital gains tax, have been implemented over the last two years. This has contributed to lowering the marginal tax wedge and reducing its variation across investment assets, thus increasing the return on investment and contributing to economic efficiency. The implementation of remaining measures would help consolidate those gains.
Introduction of the GST and further reduction in customs duties are the hallmarks of proposed indirect tax reforms. The GST would replace the existing state VAT, CST, central excise duties, and central service tax. Tariffs have already dropped in the last two budgets and the government envisages further cuts in coming years to bring them down to levels in member countries of the Association of South East Asian Nations.
The reforms also envisage a significant increase in tax productivity via the removal of most exemptions and incentives, expansion of the taxpayer net, and increased reliance on information technology to improve tax administration and compliance. The computerization of tax administration—including increased tax withholding at the source, the introduction of a tax information network and a tax information system to track interstate transactions, and the computerization of customs—is well under way. The planned introduction of large taxpayer units in major cities in 2006 should help reduce compliance and transaction costs for large taxpayers. However, most exemptions remain in place. The government announced that it would let existing corporate tax exemptions lapse, but extended sunset clauses in some cases, and introduced new incentives in the context of the 2005 Special Economic Zones Act. New services have been added to the tax net over the last two years, but the move toward a GST will require further expansion of the service tax base and the removal of most excise exemptions, including for small-scale industries and selected areas.
Implementation of remaining tax reforms would further decrease the marginal tax burden on investment and reduce tax-induced distortions. The METW would decrease to 1.2 percent, thanks to lower personal taxes (Table 9.7). Neutrality with respect to sources of financing would improve, but firms that rely on internal financing (mainly smaller firms) would remain relatively penalized. The marginal tax wedge faced by such firms would remain ¼ percentage point above the OECD average. Neutrality with respect to investment patterns would also improve, but the standard deviation of the METW across investment assets would remain more than double the OECD average, suggesting scope for further improvements.
Table 9.7. Tax Wedges Under Current Versus Reformed Tax System
(In percent)
Source: IMF staff estimates.
1 The standard deviation measures the neutrality of the tax system with respect to corporate financing and investment decisions. The lower the standard deviation, the more neutral the tax system.
2 Corresponding marginal effective tax rates are reported in italics.
To mitigate potentially excessive reliance on debt finance and help further improve the neutrality of the tax system, additional measures can be considered. These include limiting the deductibility of interest to a percentage of net taxable income; limiting debt for the purposes of income tax (e.g., debt-to-equity ratios in Canada are limited to 2, in Germany to 1.5, and in Japan to 3); limiting interest to a referential rate (e.g., in Portugal, the 12-month Euribor plus 1.5 percent); or introducing an allowance for corporate equity.8
The recent introduction of a state VAT is a major step toward the GST. By allowing full integration of goods and services taxation at the national level, a GST should help secure further gains in economic efficiency, with favorable effects on investment and exports. However, successful introduction will require bringing remaining states into the VAT, phasing out the CST, and reaching agreement with states on the sharing of GST revenues.9
Base-broadening measures envisaged by the road map would imply a significant increase in tax productivity and economic efficiency gains as tax-induced distortions are reduced. For example, corporate tax revenue is projected in the FRBMA road map to nearly double from 2.3 percent of GDP in 2003/04 to 4.2 percent of GDP by 2008/09, despite a lower CIT rate, as most exemptions are eliminated. CIT tax productivity would more than double to 14 percent by 2008/09 (nearing the non-OECD average). The removal of most tax incentives would also result in lower variation of the marginal tax burden across sectors and regions, contributing to higher economic efficiency. Meanwhile, the proposed introduction of a GST with few exemptions should help enhance indirect tax productivity and improve economic efficiency by harmonizing tax rates across states. Moreover, a truly destination-based GST would allow the emergence of a single Indian market, greatly enhancing India’s attractiveness as an investment destination.
The AETR on labor is derived in two steps. First, the effective tax rate on total household income is calculated as the ratio of individual income tax and household income, including operating surplus of unincorporated enterprises, property income, and wage income. Second, the AETR on labor is calculated by dividing the sum of taxes paid on labor income (tax on wages and salaries—calculated by applying the household income AETR to wage income10—social security contributions, and other payroll taxes) by the sum of wages and salaries and employer-paid social security contributions.
The AETR on capital is obtained by dividing the sum of taxes paid by capital (corporate income tax, household taxes on capital income, and various property taxes) by the net operating surplus of the economy.
The AETR on consumption is calculated as the sum of domestic taxes on goods and services, taxes on exports, and import duties, divided by the sum of private and government nonwage consumption, net of indirect taxes. Indirect taxes are excluded in the denominator to reflect the common practice of expressing indirect tax rates as a percentage of the price before tax.
More recent studies, however, have argued that it is preferable to express the consumption tax base in gross terms (i.e., including indirect tax rates in the denominator), to improve comparability with the tax ratios on labor and capital and facilitate calculating a combined AETR on labor and consumption (Carey and Rabesona, 2002). We therefore also present this alternative (revised) estimate together with the original Mendoza and others (1994) estimate.
Source: Indian authorities.
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ENRIC FERNANDEZ AND POONAM GUPTA
Astriking feature of India’s growth performance over the past 15 years has been the strength of the services sector.1 The sector has benefited tremendously from the globalization of services and the increasing openness of the Indian economy to trade and foreign direct investment (FDI). Indeed, the services sector has benefited far more than has industry. Thus, India has become a leading exporter of services in the global economy with a share in global exports of services that is more than double its share of global exports of merchandise (Table 10.1). The most visible and well-known dimension of this phenomenon has been the takeoff in exports of software and services based on information technology (IT). But the growth in services has been broader than this and has also involved domestically consumed services. The pickup in growth since the 1990s has been most remarkable in business services, which includes the IT sector, and telecommunications, a sector that has witnessed a phenomenal expansion in domestic demand. This chapter shows that important roles have been played by economic reforms, and growing external demand for services exports in explaining the growth momentum of the services sector. The chapter also discusses the growth potential, in particular, of the IT sector and the challenges India faces in realizing this potential.
Table 10.1. Leading Exporters of Goods and Services, 2004
Source: World Trade Organization, International Trade Statistics 2005.
The growth of services picked up sharply in the 1980s and has since accelerated further. Since the takeoff in reforms in 1991, the services sector has grown faster than industry with an average growth rate of more than 7½ percent a year (Table 10.2). In the last three years, growth in services has increased by a full percentage point above this recent historical trend and in the first half of 2005/06 it reached 10 percent. This increase has coincided with an explosion in the growth rate of exports of services (see discussion below). Growth in the services sector has also been less cyclical than the growth of industry and especially agriculture. The coefficient of variation (CV) for the annual growth in services is less than one-tenth the CV for growth in agriculture.
Table 10.2. Sectoral Growth Rates1
Sources: Central Statistical Organisation; and IMF staff estimates.
1 Underlying data are for fiscal years ending in March.
The remarkable growth of the services sector in India is not unique but has come early in the development process. As an economy matures, its sectoral growth pattern typically evolves in two stages. In the first stage, both industry and services grow faster than agriculture, and their share in total output increases. In the second stage, services tend to grow faster than the rest of the economy, and its share in GDP continues to increase, accompanied by a stagnant or declining share of the industrial sector. Though the Indian experience fits in this pattern, services have overtaken the industrial sector faster and at a lower level of income than in other countries. Consequently, India’s services share of GDP is now higher than the average for other low-income countries (Figure 10.1). This outcome results, at least in part, from constraints that have affected industry disproportionately, such as poor infrastructure, labor restrictions, and reservations for small-scale industries.
Figure 10.1. International Comparisons of Shares of Services and Industry in GDP, 2003
(In percent)
Source: World Bank, World Development Indicators.
Interestingly, the substantial rise in the share of services in GDP has not been accompanied by a commensurate increase in the shares of employment and capital used by the sector (Table 10.3). This suggests that technological improvements or efficiency gains arising from liberalization have played an important role in the sector’s growth performance. Productivity improvements in services may also indicate that the growth in services has been concentrated in subsectors that are more dependent on skilled labor rather than on unskilled labor or capital.
Table 10.3. Share of Services Sector in GDP, Employment, and Capital Stock
(In percent of total)
Sources: Hansda (2002); Central Statistical Organisation, National Accounts; National Sample Survey Organisation; and IMF staff estimates.
The acceleration in services growth has not been uniform across activities. The acceleration was most pronounced in business services, starting in the 1980s albeit from a low base and picking up further in the 1990s-2000s; communication, in the 1990s and picking up further in 2000s; and banking, in the 1980s and 1990s (Table 10.4). While the increase in growth in the trade subsector has been less spectacular, its contribution to growth in the 1990s-2000s has been significant given its higher share in GDP. Growth in the insurance sector has also risen in the current decade after a sluggish performance in the previous decade.
Table 10.4. Growth Rates and Sectoral Shares in GDP
Source: IMF staff calculations from data provided by the Central Statistical Organisation.
The communication and business services subsectors alone have contributed 0.75 percentage point to overall GDP growth in the 2000s. Their contribution to GDP growth has increased from 0.2 percentage point in the 1990s and 0.1 percentage point recorded in the 1980s. By 2004, the last year for which a detailed breakdown of growth by sector is available, both sectors had a combined value added similar to the banking system but were contributing 2.5 times as much to growth.
The growth of the services sector in recent years reflects a number of factors. These include a switch to a more service-input-intensive method of organizing production, that is, splintering (see Bhagwati, 1984); rapid growth in the final demand for services from domestic and foreign consumers; and technological advances, whereby new activities or products have emerged. Important policy reforms were also made starting in the early 1990s, including deregulation, privatization, and opening up to FDI, which were also conducive to the growth of the services sector.
Using input-output coefficients and sectoral shares in output, it is possible to illustrate that splintering has had some impact on services growth. The matrices for different years show that the use of service sector inputs accounted for 31 percent of all intermediate inputs used in 1998/99 (the latest available), up from 27 percent in both 1978/79 and 1989/90. The use of services inputs in industry increased to 17.8 percent of gross industrial output in 1998/99 from 14.1 percent of gross output in 1979/80, while the use of services inputs into agriculture, which is much lower, increased by less than 2 percentage points over the same period to about 5 percent of gross agricultural output. Thus, the input-output coefficients for services input into the nonservices sector increased by about 2.3 and 1.8 percentage points during the 1980s and 1990s, respectively. These coefficient changes (Δθ) would have increased output demand for services (YS) (as a first-round effect) by
where YNS is nonservice output.
Adding additional variables on both sides of this formula (VA denotes value added in the services or nonservices sector and TVA denotes total value added) allows the use of the input-output tables to estimate the impact of splintering:
Evaluating this formula at the average output-value-added ratio and value-added shares in each decade indicates that splintering may have added about 0.6 percentage point to annual services growth during the 1980s and 0.5 percentage point during the 1990s.2
A rise in domestic demand for services reflecting higher incomes appears to also have some merit in explaining the pickup in services growth in some subsectors. Available data indicate that private final consumption expenditure on certain categories of services has increased sharply since the 1990s. This has been the case, in particular, for transport services and medical care and health services, which have experienced an increase in their shares of expenditure in GDP of 2½ and 2 percentage points of GDP, respectively, over 1990–2004. The fact that the relative price of both types of these services also increased over the period (relative to the GDP deflator) further suggests that income effects may have played a role in raising demand. In contrast, while expenditure on communication has also risen sharply over the period, its relative price has plummetted (falling by more than 60 percent since 1990).3 In this case, although income effects may help explain the rise in private expenditure, falling prices as a result of technological advances and deregulation are likely to have played a much bigger role. The still relatively low levels of telephone penetration suggest that growth in telecommunications can remain high for many years (Figure 10.2).
Technological advances (and, ironically, a technological glitch—the millennium bug) appear to have played an important role in raising foreign demand in the most dynamic sectors. Due to the revolution in IT and telecommunication sectors it has become possible to deliver services over long distances at a reasonable cost, increasing trade in services. India has been a particular beneficiary of this trend benefiting from the rapid growth in exports of software, business process outsourcing (BPO) activities and other business services, and telecommunications (Figure 10.3). Exports of services took off sharply in the second half of the 1990s, growing at an average rate of 18 percent a year from 1994/95 to 2003/04 (in U.S. dollars). Growth was especially rapid prior to 2000, as Indian companies took on the massive task of fixing the so-called millennium bug in computer codes.4 More recently, in 2004/05 and the first half of 2005/06, services exports have ballooned, with annual growth rates of more than 70 percent. Exports of software and BPO accounted for about one-third of services exports in 2004/05.5 Future areas of growth for offshoring activities beyond IT services are likely to include industrial research and development, including in the pharmaceutical industry, medical research, and back-office functions.
Exports may have added an average of about 1 percentage point to services sector growth a year in the 1990s. In contrast, it is estimated that exports contributed a negligible amount to the increased growth rate of the services sector in the previous decade. To arrive at these estimates, the share of value added in services from exports is approximated by the share of services output that is exported, as given by the input-output tables of 1978/79, 1989/90, and 1998/99 (which is a good approximation if the share of value added in output of exported and domestically consumed services is similar). Then, that share is used to weigh the respective growth rates in the different time periods. While in 2000/01–2003/04, the contribution of services exports did not rise above the level of the 1990s, the growth rate experienced in 2004/05 (of around 60 percent in real terms) would imply an additional contribution to service sector growth of more than 5 percentage points in that year. This result does not seem plausible as the growth of value added in the services sector rose by much less (approximately 10 percent). This casts some doubt on the comparability of the data with previous years, as it would imply that the share of value added in exported services declined sharply in that year.
While the explanations above explore the proximate causes for the pickup in services growth, at a more fundamental level, policy changes appear to have been an important factor in allowing the services sector to respond dynamically to changes in demand and technology. The sector was an important beneficiary of liberalization reforms, including the opening up to the private sector and foreign investment (Box 10.1). To test for the significance of policy changes, a panel of 13 service activities is used. The time period used is 1970–2004, and the observations are averaged over 1970s, 1981–85, 1986–90, 1991–95, 1996–2000, and 2000–04, which results in six observations for each service subsector. The following regression equation with sectoral fixed effects is estimated by ordinary least squares:
Box 10.1. Selected Policy Measures Affecting the Services Sector
Telecommunications
Tourism
Financial and insurance sectors
Transport
The dependent variable, GSER, is average growth in activity i in period t. The right-hand side variables are average growth in industry (GInd), average growth in agriculture (GAgr), average growth in external volume of trade in goods (GTG), and average growth in the export of services (GTS) over period t. A dummy variable accounts for the fact whether reforms were carried out in each segment of services (RSer).6
The reform dummy has a positive, and the most significant, coefficient in the regressions (Table 10.5). Services growth is also significantly correlated with the growth in the industrial sector. As a robustness test, specification II introduces a time dummy for the 1990s-2000s but its coefficient is not significant after controlling for the reform-specific dummy. This suggests that it is liberalization per se that is contributing to growth.
Table 10.5. Explaining Services Growth Using Panel Data, 1970–20041
Source: Authors’ calculations.
1 Number of observations is 78 in each regression. ***, **, * indicate significance at 1 percent, 5 percent, and 10 percent levels, respectively. t-values are given below the coefficients in each cell.
As mentioned above, the IT sector has grown very rapidly, at an annual rate of about 31 percent between 1998/99 and 2004/05, with turnover reaching $22 billion.7 While IT software and services continue to account for close to 60 percent of the industry’s turnover, growth has been increasingly driven by BPO activities. These accounted for 21 percent of total industry revenues in 2005 compared with just 7 percent in 2000 (Figure 10.4). The export market for IT services grew twice as fast as the domestic market, with average respective growth rates of 37 percent and 19 percent. In the last two years, however, domestic demand has been increasingly important, with annual growth picking up to around 25 percent.
Figure 10.4. Composition of the Information Technology (IT) Sector
(Sales in millions of U.S. dollars and in percent of total)
Source: National Association of Software and Service Companies.
The National Association of Software and Service Companies (NASS-COM) has set ambitious targets for the industry. Exports are targeted to grow by about 30 percent a year over the medium term, implying a very mild deceleration from the current pace of growth. Domestic sales are targeted to grow at the same pace as exports, as there appears to be significant untapped potential in sectors such as retail, telecommunications, banking, and small and medium-sized enterprises. It is estimated that the global IT/ BPO offshoring market will amount to $110 billion by 2010, of which India could capture more than 50 percent (India’s share in the global market is currently estimated at 44 percent).8
Despite rapid growth in recent years, employment in the IT sector remains a negligible fraction of the labor force. Employment has been growing by more than 25 percent a year in recent years. Nevertheless, total employment still amounts to only 1 million people. Industry estimates are that total direct employment could reach 2.3 million by 2010 and that 6.5 million jobs could be created indirectly. However, given India’s need to generate employment for some 100 million new job entrants in the coming decade, its contribution to total employment will still be modest. This underscores the need to encourage the expansion of labor-intensive industries, including by tackling the two most important constraints faced by them: inadequate infrastructure—on power, roads, ports, and so on—and restrictive labor market regulations.
Looking forward, there are a number of external and domestic constraints that India may face in realizing the growth potential of the IT sector. The external factors include nontariff barriers such as visa restrictions, and the negative publicity in importing countries affected by offshoring. The greater bottleneck, however, is likely to be the shortage of skilled workers. Indeed, there is evidence that although wages in the IT sector have accelerated, the industry has also witnessed an increase in employee turnover rates.9 India’s universities have failed to expand in a manner commensurate with the growing demand for skilled labor. In this regard, there is a need to multiply institutions like the Indian Institutes of Technology and regional engineering colleges on which much of the current success of the software sector is based. To achieve this, private sector and foreign entry in the education sector should be encouraged. At the same time, to make urban centers attractive centers of employment for knowledge workers, urban infrastructure would need to be upgraded.
1 Bhagwati , Jagdish , 1984 , “Splintering and Disembodiment of Services and Developing Nations,” World Economy , Vol. 7 (June ), pp. 133–43.
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3 Gordon , James , and Poonam Gupta , 2004 , “Understanding India’s Services Revolution,” IMF Working Paper No. 04/171 (Washington: International Monetary Fund).
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7 NASSCOM-McKinsey , 2002 , Report on Strategies to Achieve the Indian IT Industry’s Aspiration (New Delhi: National Association of Software and Service Companies).
8 NASSCOM-McKinsey , 2005 , press release on the Report on Extending India’s Leadership in the Global IT and BPO Industries (www.nasscom.org) (New Delhi: National Association of Software and Service Companies).
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The removal in 2005 of quotas on textiles and clothing (T&C) presents important opportunities for India, but is also exposing key structural impediments to growth. India had been constrained by quotas, which suggests that it should benefit from their lifting in January 2005, under the Agreement on Textiles and Clothing (ATC). On the other hand, India now faces increased global competition, including from China. The Indian government is optimistic about export prospects—the National Textile Policy targets T&C exports to rise fourfold, to $50 billion by 2010—but the key question is: are policies in place to allow for such success?
Despite significant advantages, the Indian textile industry faces considerable constraints to reaching its potential. India has a competitive advantage stemming from its large and relatively low-cost labor force, a large domestic supply of fabrics, and the industry’s ability to manufacture a wide range of products (United States International Trade Commission, 2004). India also has a strong and diverse raw material base for manufacturing natural and artificial fibers. Furthermore, India has large capacity in textiles and spinning, and India’s textile industry spans the entire supply chain. However, whether India can benefit from the quota elimination will depend on the degree to which the existing constraints are removed. These include stringent labor market regulation, poor infrastructure, inadequate investment, and a legacy of unfavorable government policies.
This chapter examines the impact of the elimination of quotas on India. It first looks at how India has fared in the T&C industry over the last 10 years. Then it provides evidence, including from previous rounds of liberalization as well as economic modeling, of the likely impact of quota elimination on India. In the following section, we utilize a general equilibrium model to examine the impact of the elimination of the ATC quotas on India. Next, we focus on the specific constraints facing the Indian T&C sector, and conclude by discussing possible options for overcoming weakness.
The T&C sector is an important one for India. Textiles and clothing are significant items in India’s export basket, accounting for nearly a quarter of Indian exports and around 3 percent of world T&C exports in 2003. In addition, this sector is the second largest generator of employment, providing jobs for 35 million people or around 10 percent of the work force. Thus, the T&C sector will need to play a key role as India looks to create jobs for its rapidly growing work force. Textiles and clothing exports are also a significant earner of foreign exchange, and contribute 4 percent and 14 percent to GDP and value added in manufacturing, respectively (Ministry of Textiles, Annual Report, 2003–04).
While India’s market share of exports of both textiles and clothing has increased in recent years, it has lost ground to China in certain markets (Table 11.1). India has done reasonably well in the United States and Canada since 1995, but has lost ground in Europe, and plays a negligible role in the Japanese market. China, meanwhile, continues to surpass India as world leader in exports of T&C. A study by the United States International Trade Commission (2004) predicts that China will become the “supplier of choice” for most U.S. importers (the large apparel companies and retailers) because of its “ability to make almost any type of textile and apparel product at any quality level at a competitive price.”
The example of Japan can provide an early glimpse at how India might fare in a post-quota world—as Japan did not impose quotas in the pre-2005 period—and the picture that emerges provides some cause for concern. In particular, China accounted for nearly half and 80 percent, respectively, of Japan’s T&C imports in 2003. Recently, imports from India have fallen, while those from Vietnam, Indonesia, and other member countries of the Association of South East Asian Nations (ASEAN) have risen notably.
Another indication of the possible impact after the abolition of quotas in 2005 comes from previous rounds of liberalization. Since 2002, when the so-called “Phase III” liberalization took place, Indian exports of products for which quotas were eliminated grew by a respectable 20 percent, but Chinese exports tripled (Table 11.2). A number of other countries, such as Bangladesh, Korea, Indonesia, the Philippines, and Thailand saw their T&C exports fall by 50 percent on average. So, while India has been able to maintain its place, previous liberalizations have hardly been a boon for its T&C industry.
Table 11.2. Impact of Liberalization of Textiles and Clothing on Exports to the United States
(In percent)
Sources: U.S. International Trade Commission; and U.S. Department of Commerce, Office of Textiles and Apparel.
1 Change in exports to the United States of textile and clothing items liberalized during Phase III (2002–04).
2 Change in the value of exports to the United States of Phase IV textile and clothing items since end-2004 (January–June 2005).
3 Change in the value of exports to the United States of all textile and clothing items since end-2004 (January–June 2005).
4 Change in the volume of exports to the United States of all textile and clothing items since end-2004 (January–June 2005).
Early data on the impact of the recent elimination of quotas paint a broadly similar picture. U.S. data for the first half of 2005 confirm that exports of T&C from China have surged, India has held its ground, and some other exporters have faced sharp declines. As expected, China has tripled its T&C exports of liberalized product lines and saw a sharp increase in total textile exports (see Table 11.2). Export volumes from China rose by almost 50 percent in the first half of 2005. At the same time, prices of these liberalized goods fell sharply:1 apparel prices fell by almost 8 percent; wool products by 30 percent; cotton coats, dresses, and knit shirts by more than 60 percent; and cotton trousers, skirts, and sweaters by almost 50 percent. India’s textile exports to the United States grew robustly, faster than all major exporters with the exception of China. These trends are mirrored in member countries of the European Union (EU). Total EU imports from China grew three times as fast as those from India (in value terms) during January–May 2005 (Table 11.3). For products liberalized in January 2005, China’s exports surged by 80 percent, while India posted a moderate growth of 10 percent. Surprisingly, while the prices of exports of most countries fell, Indian export prices rose.
Table 11.3. Imports of Textile and Clothing in the First Half of 2005 into the European Union
(In percent)
Source: European Commission.
1 Change in total imports in January–May 2005, relative to 2004.
2 Change in imports of products liberalized on January 1, 2005, during January–May 2005 relative to the corresponding period in 2004.
Another way of understanding how India will fare in the new global environment for T&C is to use economic models. Here, results are mixed. While the literature mostly suggests that India stands to gain substantially from the liberalization, a few recent studies draw more negative conclusions. Differences in results reflect the methodologies used, including partial versus general equilibrium modeling, different base years for the data, differences in the sectoral and regional aggregations used, and the absence of preference schemes from the Global Trade Analysis Project (GTAP) database until recently (Table 11.4 contains a summary of the literature). We turn now to the GTAP model.
The elimination of quotas on T&C is expected to have a significant impact on the production, exports, and employment in exporting countries and a positive impact on the welfare of consumers in importing countries. The quota-imposing countries—the United States, EU countries, and Canada—are expected to experience gains in welfare, despite a decline in production of T&C, through reduced consumer prices and increased efficiency following enhanced specialization. For developing countries the net effect will depend on two factors: while the terms of trade will deteriorate, quota-constrained exporters will experience an increase in efficiency as the distortionary trade regime is removed. Therefore, the elimination of quotas is widely expected to lead to winners and losers.
We use the computable general equilibrium model from the Global Trade Analysis Project (GTAP version 6) to simulate the impact of the elimination of quotas in the T&C sector. We simulate two scenarios to estimate the impact of the elimination of quotas on India. The first is a complete removal of the quotas, by eliminating the export tax equivalents (ETEs) of quotas under the Multifiber Arrangement (MFA) and the ATC.2 The second scenario includes a 50 percent reduction of quotas on China, and a full removal of quotas (or equivalently ETEs) imposed on other countries.3 This scenario aims to estimate the impact of the liberalization keeping in mind the somewhat more limited liberalization vis-à-vis China.
In 2005, quotas were imposed on Chinese exports of T&C using the textile-specific safeguard provision contained in China’s protocol of accession to the World Trade Organization (WTO). Moreover, in June 2005, under the Shanghai Agreement between the EU and China, annual import restrictions were set for 10 categories of Chinese textile and clothing products, limits for many of which were reached early in the year. The United States has similarly placed restrictions on imports of about 30 T&C categories from China for the next three years. A key contribution of this chapter is to analyze incomplete liberalization in the presence of quotas on China and a focus on the impact on India.
Key results are as follows.4
Table 11.5. Summary Table on the Impact of the Elimination of ATC Quotas on Exports
(In percent)
Source: Simulations using GTAP 6.0.
1 This scenario assumes a complete elimination of quotas for all countries except China. For China, it assumes a 50 percent reduction in quotas.
Table 11.6. Impact of the Elimination of ATC Quotas on GDP
(In percent)
Source: Simulations using GTAP 6.0.
1 This scenario assumes a complete elimination of quotas for all countries except China. For China, it assumes a 50 percent reduction in quotas.
Table 11.7. Impact of the Elimination of ATC Quotas on Welfare
(In 2001 constant U.S. dollars)
Source: Simulations using GTAP 6.0.
1 The breakdown of the terms of trade effect for India is food: 10; textiles: -325; clothing: -251; manufacturing: -10; and services: 20.
2 This scenario assumes a complete elimination of quotas for all countries except China. For China, it assumes a 50 percent reduction in quotas.
These results should not, however, be interpreted to mean that India will be unable to benefit from the quota elimination. In particular, GTAP does not model the potential for India to strengthen its textile industry via domestic structural reforms. Furthermore, the simulations do not capture dynamic effects of, for instance, the impact of greater competition on productivity. Thus, the results should be seen as providing a warning that India may not do as well in the post-quota world as some expect if needed reforms are not pursued aggressively. In that regard, the results suggest also that the temporary quotas on Chinese exports provide a small window of opportunity to prepare for completely liberalized trade in 2008, when all quotas on China are to be lifted. We turn now to examine more closely the key constraints on India’s textile industry and how they may be overcome.
Significant constraints facing the Indian T&C industry may be preventing it from realizing its export potential. The opportunities unleashed by the removal of the quotas are tempered in India by domestic policy constraints and a problematic business environment.
The absence of labor market flexibility and the legacy of reservation for small-scale industry are obstacles to achieving economies of scale.6 Until recently, a number of T&C subsectors had been set aside for small-scale industry which has, perversely, precluded much-needed investment and modernization. Moreover, Indian manufacturers often set up several small plants instead of a single large one, to remain exempt from certain restrictive labor laws and onerous regulatory requirements. It should not be surprising, then, that India’s T&C sector is dominated by small producers with little vertical integration in the apparel industry (United States International Trade Commission, 2004).
The failure to reap economies of scale—together with a generally difficult business environment—has limited investment and productivity gains. Investment in the textile industry has remained low and stagnant, varying between $1 billion and $1.5 billion annually during 2000–03. Moreover, foreign direct investment (FDI) in this sector has been insignificant, although the government has allowed foreign equity participation up to 100 percent in much of the sector. (See Chapter 5 for a discussion of constraints on FDI more generally.) Perhaps even more important than the funding that such investment could have generated is the fact that India has missed out on the associated technology transfer. Largely as a result of limited investment, productivity is low and, despite wages that are among the lowest in the world, labor costs per unit of production are relatively high. A study by the Reserve Bank of India (2004) finds a decline in total factor productivity growth in the textile sector in the 1990s. While capital intensity increased during the decade, growth in capital productivity in the textile sector slowed vis-à-vis the previous decade. Growth in labor productivity rose during the same period, but does not compare favorably with other countries. A lack of investment and innovation may also be constraining the quality of Indian T&C products. A recent study (World Bank, 2004) points to perceptions about the low quality and quality inconsistency for India’s T&C products as a key problem for exporters.
Until recently, the excise tax regime for the textile sector was not conducive to new investment, although recent changes are a step in the right direction. The 2005/06 budget (Government of India, 2005) reduced excise duties for yarn and fiber, although blended and noncotton textiles continued to be subject to a higher tax regime. With the man-made fiber sector accounting for a large share of trade, rationalizing the taxation structure for this sector may strengthen competitiveness. In addition, the implementation of a value-added tax in most states in 2005/06 has made the tax system more export friendly (see Chapter 9).
Inadequate infrastructure and bureaucratic delays have contributed to long turnaround times in India. This is critical in today’s world of global competition in which production can and does shift quickly to different locations. Poor roads, ports, and airports contribute to delivery times that are longer than for key competitors. Transportation times from India are long (see Chapter 4), and it is estimated that each additional day in transport is equivalent to an extra 0.8 percentage point increase in applied tariff rates (Hummels, 2001). The efficiency of customs processing is lower in India than in many other countries. Moreover, the price of industrial power in India is among the highest in the world, reflecting inadequate investment in the power sector as well as distortionary pricing, with large cross-subsidies from industry to consumers.
How can the Indian government ensure that its T&C industry is well prepared to deal with the new global environment? In general, the government should focus on creating an enabling environment—including via the provision of an adequate infrastructure—and on removing obstacles to investment, innovation, and job creation. By doing so, Indian enterprises will be empowered to enhance their productivity, increase product quality, and reduce delivery times. Goldman Sachs (2004) surveyed about 30 major wholesalers, manufacturers, and retailers globally to examine the impact of the elimination of textiles and apparel import quotas in 2005. Both U.S. and EU respondents cited product quality as the top consideration in sourcing decisions post quota elimination, followed by product cost, production speed, working conditions, access to inputs, and transportation speed. Most, if not all, of these issues can be addressed by improving the policy environment in which Indian textile firms operate.
With the proper enabling environment, the private sector would be well placed to improve its capacity to compete in a market where prices are falling and more players are entering. In doing so, the following considerations will be critical:
The dismantling of the MFA quota regime presents an opportunity for India to increase its market share in the world and to “go global”. However, success is not guaranteed. The results of the simulations undertaken in this chapter do not present an especially optimistic scenario for India in terms of export growth of T&C in a quota-free world, as the decrease in prices will offset gains from higher export volumes. However, the presence of the safeguards on China provides India with a rare window of opportunity to undertake important reforms in labor markets, investment, and infrastructure, so it can realize its potential. If successful, such reforms will allow India to emerge much stronger and expand its share in world textiles and apparel markets at a much faster pace.
The Global Trade Analysis Project (GTAP) database contains the bilateral trade, transport, and protection matrices that link all regions of the world. In turn, the regional matrices are derived from individual country input-output tables. The GTAP relates trade policy shocks to the medium-term changes in global production and trade flows. We use the standard general equilibrium closure for the simulations.
We present a regional aggregation model with 13 regions or countries and the major exporters and importers (as per the World Trade Organization data) of textiles and clothing. The countries or regions included are Bangladesh, China, EU15, Hong Kong SAR, India, Indonesia, Korea, Mexico, the Philippines, South Asia (other), Taiwan Province of China, the United States, and the rest of the world.8 We use a five-sector aggregation for the simulations, focusing on textiles, clothing, food, manufacturing, and services, and a five-factor general equilibrium model. The detailed results of these simulations are reported in Ananthakrishnan and Jain-Chandra (2005).
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In the last several years, India has emerged as a global economic power. It has become one of the world’s fastest growing economies, the world’s leading outsourcing destination, and a favorite of international investors. And Indian corporates are emerging as key global players in their own right. This rapid development has gone hand-in-hand with a gradual, but unmistakable, opening of its economy. Tariff rates have come down significantly, capital account restrictions have been steadily eased, and broad structural reforms have increased the flexibility and competitiveness of the economy.
Even with India’s impressive recent achievements, it continues to face considerable challenges as it seeks to sustain rapid growth and extend its benefits to all it citizens. Good jobs need to be created for the 100 million labor force entrants expected over the next decade. India’s infrastructure must be dramatically enhanced to cope with its booming economy. Large fiscal deficits and debt must be brought under control. And India must continue to open itself to the world, to fully reap the potential benefits of globalization.
This book, then, appears at an opportune time. Is India entering into a “Golden Age” or simply experiencing a period of rapid but ultimately unsustainable growth of the sort it has seen several times before? The studies in this book examine in detail what lies behind India’s recent economic rise and considers the steps needed to build on this success over the medium term.
India Goes Global: Its Expanding Role in the World Economy
1 Using net state domestic product (NSDP). Gross state domestic product (GSDP) was not available for all states for this time period.
2 For each state, we run the following regression:
where LNPOVERTYst is the Deaton-corrected state poverty head count ratio from the National Sample Survey, t is time (within-sample years are extrapolated), and LNGDP is real per capita NSDP. β is the elasticity.
3 The organized or official sector comprises enterprises registered under the 1951 Industries Act and covers all enterprises that employed 100 workers or more and do not use electricity, or firms that employ 50 or more workers and use electric power. organized employment accounts for about 10 percent of the labor force, so the analysis in this section should only be treated as indicative of broad trends in employment. However, formal sector employment may also be preferable, in a policy sense, to work in the unorganized sector, as it tends to offer higher wages.
4 The correlation between the head count poverty rate and a dummy variable that is set equal to one if the state is located in the central and northern regions is 0.83. If the dummy variable is set to capture coastal states the correlation turns negative (-0.35).
5 Using the location where credit was disbursed may overstate the degree of spatial concentration if borrowers utilize the funds borrowed in financial centers, such as Mumbai, in a different state.
6 Urban-to-urban and rural-to-urban each account for one-fifth of interstate migration.
7 Growth rates are averaged over five-year periods to help smooth cyclical fluctuations. The volatility in income growth between 1970 and 2004 was over three times the variation in cross-state incomes. The cross-sectional standard deviation averaged about 0.5 percentage points in the past three decades, but standard deviation over time averaged 1.6 percentage points.
8 In a steady-state framework, per capita growth rates vary inversely with the distance a state is from its own steady-state level of growth. A poorer state with a relatively low capital-to-labor ratio should enjoy higher rates of return on capital and therefore high growth rates, as it converges to its steady state, assuming a constant returns to scale technology.
9 Under this program, a commercial bank was granted permission by the Reserve Bank of India to open a branch in a location with one or more bank branches only if it opened four branches in locations with no bank branches.
10 Using overall literacy rates in lieu of female literacy rates did not alter the results.
11 Ordinary least square estimates are inconsistent in the presence of a lagged dependent variable and fixed effects.
12 While the rate of convergence is close to that found by Cashin and Sahay (1996) for India in the 1960s-1980s, it is far lower than that reported by Aiyar (2001), who found convergence occurred at a rate of about 20 percent a year. The high convergence coefficient in the latter study is most likely the outcome of the fixed-effects estimator where inclusion of lagged dependent variables can result in upward bias (see Shioji, 1997, who demonstrates that fixed-effects estimates can be biased upward by between 7 percent and 15 percent; also see Islam, 1995).
13 Since the GMM panel estimator controls for endogeneity, the findings suggest that the exogenous component of the relevant policy variable, take for example here investment, exerts a positive impact on economic growth.
3 Calderón, Loayza, and Schmidt-Hebbel (2004); Do and Levchenko (2004).
4 Higher levels of financial development are also associated with an increase in exports; for example, exchange rate elasticities for exports are higher for countries with better finance (Becker and Greenberg, 2003).
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6 Quantitative restrictions are maintained on about 5 percent of tariff lines because of health, safety, moral conduct, and security reasons.
7 The authors are grateful to Gian Maria Milesi-Ferretti for providing data on capital stocks and flows.
8 See Government of India (1993).
9 The negative correlation might be due to the combining of loan transactions by government, the monetary authority, banks, and the private sector.
10 The size of the sample is constrained by the availability of the Lane and Milesi-Ferretti financial openness measure. A summary description of the variables is given in the Appendix.
11 Both variables are first-difference stationary processes. There was also at least one cointegrating relation between the two variables, suggesting a stationary linear combination of the two in one direction.
12 A unit increase in trade openness in the past one period has the impact of significantly reducing contemporary financial openness by approximately 0.34, which is counterintuitive; a Wald test restricting the coefficient on this lag to be zero indicates that the restriction is statistically valid. The F-statistic is 3.28, indicating that the null hypothesis, ΔTOt-1 = 0 cannot be rejected.
13 The finding is also robust to the inclusion of other variables such as the wholesale rate of inflation, and the exclusion of insignificant variables.
14 Sum of each inflow and outflow as share of GDP. See the Appendix for description.
15 FDI, portfolio, and loan inflows as share of GDP. See the Appendix for description.
1 The high rate of service export growth in 2004/05 may reflect, in part, misclassification of earnings.
2 For example, auto components in India are exported as inputs for Asian automobile makers.
3 The size of the bubble in Figure 4.1 represents the value of each export in 2003. So for example, India’s market share of global mineral manufactures—its largest manufacturing export where it accounts for 5½ percent of world trade—rose by 1.3 percentage points between 1990 and 2003 but the share of this good in global exports has fallen marginally.
4 The author would like to thank Jaewoo Lee for providing this data.
5 Stationarity tests confirm the variables are all Johansen trace and maximum eigenvalue tests point to a single cointegration vector at the 10 percent level of significance.
6 The sign is counter to expectations. Other studies on Eastern European countries by Rahn (2003) and Alberola (2003) find a similar sign. Capital inflows may initially cause debt service to rise and the exchange rate to depreciate until such inflows translate into investment.
7 The Gregory-Hansen test confirmed the existence of a structural break in the cointegrating relationship in 1992–93.
8 See Égert, Halpern, and MacDonald, 2004.
9 The 10-year average growth rates reported in International Monetary Fund (2005) are 2 percent a year for the EU, 3.3 percent for the United States, and 5.3 percent for emerging market and developing countries.
10 Exchange rate flexibility is measured by comparing the volatility of the exchange rate to the volatility of reserves. The closer this ratio is to zero, the nearer the exchange rate system is to a fixed regime.
1 The Indian authorities revised the FDI data to conform to international standards by including reinvested earnings. The data used here are the revised FDI data net of outflows.
2 India is perceived as a future “hot spot” for FDI, second only to China, according to the United Nations Conference on Trade and Development (2004). This finding relies on available relevant leading macroeconomic and microeconomic indicators influencing future FDI flows, as well as the findings of the three UNCTAD global surveys.
3 India ranks 26th of 117 countries in terms of the “impact of rules on FDI” (see World Economic Forum, 2005). A lower rank is better. Most other emerging market countries fare more poorly: Thailand (39), Mexico (51), Indonesia (66), China (68), the Philippines (79), Brazil (80), and Poland (81). In the same survey, India ranks 36th of 117 countries in terms of the restrictiveness of foreign ownership. Most other emerging market countries again fare more poorly: Malaysia (37), Mexico (42), Korea (61), Thailand (66), Indonesia (69), Brazil (70), China (80), and the Philippines (107).
4 For the acquisition of shares in an existing Indian company in the financial services sector and where the rules of the Securities and Exchange Board of India apply.
5 For details, see Mercereau (2005), Dollar and others (2004), Hines (1996), Javorcik and Spatareanu (2004), Wei (2000), and Wheeler and Mody (1992).
6 See Bajpai and Sachs (2000). Progress in the liberalization of the FDI regime has taken place since this paper was written.
7 A.T. Kearney surveys highlight the different perceptions about China and India, with China as a leading manufacturer and the fastest growing consumer market and India as the world’s business process and information technology provider with longer-term market potential.
8 Gorg (2002) examines U.S. investment in 33 countries to conclude that exit costs are more important than incentives to attract FDI.
9 Data sources include the World Bank’s World Development Indicators, the IMF’s International Financial Statistics, RBI Annual Reports, the FDI database of the Organization for Economic Cooperation and Development, the World Investment Report, the World Bank Governance Database (Kaufmann and others, 2004), and Political Risk Services (PRS) Group’s International Country Risk Guide. The countries in the sample are the ones listed in Table 5.1. The estimation is done using an unbalanced panel from 1980 to 2002.
10 Regressions using the between panel estimator conclude that the quality of infrastructure is a determinant of FDI.
11 However, for emerging market countries time-series data on labor market indicators are generally not available and therefore they are not included in the regression analysis.
12 Javorcik and Spatareanu (2004) also find that, for a sample of 25 European countries, increased labor market flexibility is associated with larger FDI inflows. For a sample of 11 emerging market countries, the correlation between FDI as a share of GDP and the World Bank’s “difficulty of firing index” is -0.52.
13 This analysis includes data for only a few years, and it is possible that it takes longer for approved FDI to translate into realized inflows.
14 The absence of consistent time-series data for Indian states precludes a rigorous econometric investigation.
15 While there are national labor laws, states do have the power to amend national legislation. According to an assessment of the investment climate by the World Bank (2002), Indian states with the best investment climate have on average 11.9 percent of overstaffing, while this number rises to 15.5 percent in states having a poor investment climate.
16 Most studies conclude that tax incentives neither affect significantly the amount of direct investment nor usually determine the location to which investment is drawn (Wells and Allen, 2001; Chang and Cheng, 1992; Foreign Investment Advisory Service, 1999; International Monetary Fund, 2003; Tanzi and Shome, 1992; and United Nations Conference on Trade and Development, 2004). In fact, Lim (1983) finds a negative relationship between incentives and investment, as the latter compensates for an otherwise unfavorable business climate. A survey of firms in member countries of the Association of South East Asian Nations shows that the removal of incentives will not have a great impact on investment decisions (Mirza and others, 1997).
1 King and Levine (1993), Levine (1997), Rajan and Zingales (1998), and Favara (2003).
2 Beck, Demirgüç-Kunt, and Levine (2003); Boyd and De Nicoló (2005); and Al Jalal, Boyd, and De Nicoló (forthcoming).
3 The remaining restrictions on interest rates include a cap for small loans (under Rs 200,000) at the prime lending rate, and a floor on short-term deposit rates.
4 Public banks in India comprise the State Bank of India group and banks that were nationalized in the late 1970s and early 1980s.
5 In 2004/05, total resources raised from the debt markets were Rs 2.051 billion (6.6 percent of GDP). The corporate sector accounted for 29 percent of that amount, with the remaining 71 percent taken by the government. About 93 percent of corporate debt in 2004/05 was raised through private placements (Sharma and Sinha, 2006).
6 In central and southeastern Europe, which also experienced a period of rapid growth of consumer loans from a low base, consumer loans at end-2004 were equal to 12.4 percent and 11.9 percent of GDP, respectively.
7 Duenwald, Gueorguiev, and Schaechter (2005); Dell’Ariccia (2006); and Kaminsky and Reinhart (1999).
8 Real estate prices in major metropolitan areas (such as Bangalore, Kolkata, and Mumbai) have increased at an annual rate of about 20 percent since 2003, with prices accelerating in the second half of 2004. Until the end of 2005, the Indian stock market had been growing at an annual rate of about 37 percent since early 2004.
9 Current regulations require provisioning of 20 percent on all substandard loans (defined as 3–12 months overdue), gradually increasing to 100 percent for loans that are more than three years overdue. In the stress tests, we test the effect of introducing a more stringent requirement of 25 percent provisioning on all substandard loans, and 100 percent provisioning on all loans that are overdue for more than 12 months.
10 Risk weights on housing loans went up from 50 percent to 75 percent, and weights on consumer credit and capital market and commercial real estate exposures were raised from 100 percent to 125 percent, above those recommended in the Basel Capital Accord.
11 The Securitization and Reconstruction of Financial Assets and Enforcement of Security Interest Act was passed in 2002. The Act confers powers on secured creditors to take possession and sell assets kept as security if a default is committed by the borrower in repaying secured debt. The Act also aims to regulate securitization, reconstruct financial assets, and enforce security interests. Some minor amendments to the Act were later made in the Enforcement of Security Interest and Recovery of Debts Laws (Amendment) Act in 2004.
12 Bank credit to the public sector accounts for about 50 percent of total banking sector credit in Indonesia, 6 percent in Malaysia, 33 percent in Pakistan and the Philippines, 23 percent in Sri Lanka, and 8 percent in Thailand.
13 Many recent studies on the role of foreign banks in developing countries find that foreign banks help improve risk management and increase technical know-how and efficiency. Others, however, suggest that foreign banks contribute little to financial deepening, preferring to “cherry pick” borrowers and generally shying away from providing credit to small and medium-sized enterprises (Detragiache, Gupta, and Tressel, 2005; and Gormley, 2005).
14 In contrast, foreign shareholders account for 21 percent of total trading in the Indian stock market—a level similar to other Asian countries.
1 The Finance Commission is a constitutional body established every five years to determine how federal revenues should be shared between the central and state governments, and among the states. The Planning Commission administers funds to states in support of their five-year development plans.
2 See Rao and Singh (2001).
3 The index developed by Rodden (2002) assesses the extent to which higher levels of government place constraints on subnational borrowing and whether subnational governments can tap financing via their ownership of public enterprises and banks.
4 See Purfield (2004) for further details.
5 The GMM estimator uses first differences to remove fixed effects in the error terms, and instrumental variable estimation, where the instruments are the lagged explanatory variables (in differences) and the dependent variable lagged twice to control for endogeneity. An Arellano-Bond test rejects the null of no first-order autocorrelation in the differenced residuals, and it is not possible to reject the null of no second-order autocorrelation.
6 States are in a better initial position than the TFC envisioned: the expected 4½ percent of GDP overall deficit and 2 percent of GDP revenue deficit for 2004/05 are well above the provisional outturn estimates. However, the TFC used optimistic growth and real interest rate assumptions—about 1 percent above and ¾ percent below the respective historical averages—suggesting that forecast debt improvements could have been optimistic.
7 The debt stabilizing primary balance can be calculated as the nominal interest rate minus the nominal growth rate multiplied by the initial debt ratio and deflated by the nominal growth rate.
8 Data were not available to assess special category states. However, their average debt ratio in 2004/05 was 13 percent of GDP higher than the average for general category states, suggesting that the problem might be more acute for many of them. It is also noteworthy that the high growth scenario does not improve the outcome, since interest and growth rates are projected to move up in tandem.
9 The residual adjustment for two of the states declines to under ¼ percent of GDP if they simply maintain their current deficit, rather than loosening to achieve TFC targets.
10 Another category of state-those that have already achieved the FRL deficit targets—may choose not to participate altogether. This would allow them to raise their overall deficit (and thus capital spending), which would otherwise be capped at present levels by TFC requirements.
1 One possibility is that expenditure cutbacks are less reversible, for example if canceling programs permanently weakens the lobby groups promoting them.
2 This approach can be characterized as a dual VAT. An alternative approach in a fiscal federal system is the CVAT, which imposes a creditable tax on interstate trade to minimize opportunities for cross-border fraud. See Bird and Gendron (2005) for a discussion of the merits and demerits of each of these approaches.
3 There is also a need to review remaining excises on energy products, alcohol, and tobacco.
4 The Report of the Task Force on Implementation of the FRBMA (Ministry of Finance, 2004) foresaw compliance-driven revenue improvements of about ½ percent of GDP through the service tax alone.
5 Deposits, withdrawals, and interest earned are exempt from taxation; international practice has moved toward exemptions for deposits and interest only (Ministry of Finance, 2004).
6 See Bagchi and others, (2005) for a discussion of the arguments in favor of an agricultural exemption, and why they fail in the Indian context.
7 The vast majority of developing countries do not exempt agricultural income from taxation (Khan, 2001). However, difficulties in measuring income in the agricultural sector have led to widespread use of presumptive methods of taxation.
8 See Ministry of Finance (2002a) for a discussion of the pros and cons of the deduction. Among countries surveyed in the Kelkar report, one-half of high-income countries and one-quarter of emerging market and low-income countries had such a provision.
9 This is also before accounting for the fact that social considerations are partly built into the threshold in India: it is 25 percent higher for women, and 50 percent higher for retirees. Such a design is uncommon, although South Africa also applies a higher threshold for the aged.
10 Calculated using 2003 data and assuming a threshold of 40 percent of per capita income, 35 million current taxpayers, and 70 million new nonagricultural taxpayers with an average income of Rs 20,000 and savings deductions of Rs 4,000. Calculations also include agriculture, beyond the value of ending the exemption, and are made using data from Bagchi and others (2005). The gains should be understood as relevant for the medium term.
11 See Bagchi and others (2005). Aggarwal (2004) considers export zones and finds that exports per employment unit declined sharply after a period, as the incentives could not compensate for poor governance and infrastructure in the zones.
12 See Zee, Stotsky, and Ley (2002) for a discussion of the merits and demerits of various types of investment incentives. Income tax holidays are considered to be among the worst. South Africa’s practice—budget subsidies—is an example of a more transparent approach.
13 See Thirsk (1997).
14 See, for instance, Ministry of Finance (2004).
15 See Chapter 9 for a discussion of the growth-enhancing impact that a tax base broadening and rate reduction reform could have.
16 China, Colombia, and South Africa do not report tax expenditures. Beyond emerging markets, all G-7 countries except Japan report tax expenditures (although Italy’s reporting is partial). Among higher income Asian economies, Korea also reports tax expenditures. Source: IMF Report on Observance of Standards and Codes, various reports.
17 The Ukrainian authorities began publishing tax expenditure estimates in 2002, and efforts were made to broaden the tax base. Steady successes were followed by sweeping reform in 2005, when a new government sought resources to fund social initiatives.
18 In India, before 2001, states competed for investment via incentives and lower tax rates. An agreement in 2001, which set floor rates of sales tax and eliminated some incentives, was widely seen as mitigating the problem. See Twelfth Finance Commission report (Government of India, 2004).
1 National savings during 1999–2004 in India reached 24 percent of GDP on average annually, compared with 43 percent in China, 34 percent in Malaysia, and 32 percent in Korea.
2 The AETR is measured as the ratio of tax collections to the notional tax base derived from national accounts. It is a standard indicator of the effective tax burden on categories of income or consumption. The measure summarizes the impact of various factors, including statutory tax rates, the effective tax base (accounting for tax evasion, exemptions, and the extent of informal activity), and the quality of tax administration. See Appendix 9.2 for details on the calculation of AETRs in India.
3 Estimates for non-OECD countries are not available.
4 Tax productivity is calculated as the ratio of the effective to statutory tax rate (Kraemer and Zhang, 2004). It measures the extent to which revenues that should be received given the rate and potential base of the taxes are actually being realized.
5 In Table 9.3, following the Kraemer-Zhang approach, we use the operating surplus of the economy (from national accounts) as the potential tax base. In Table 9.4, in the absence of such data for non-OECD countries, we use nominal GDP.
6 See Appendix 9.2 for tax parameters used. See Organization for Economic Cooperation and Development (1991) for further details on the methodology and parameters. Indirect taxes impose additional costs on investment, but the METR approach focuses on direct taxation, thus understating the tax burden on investors. Comparable estimates have been published for OECD countries.
7 The METR calculated here follows the methodology of Devereux, Griffith, and Klemm (2002) and ignores any personal taxes, focusing on the marginal tax burden at the firm level.
8 The notional rate of return on invested equity is deductible under the CIT in Croatia (1994–2001), and imputed equity return is taxed at a reduced rate in Austria and Italy (until 2001).
9 The Indian constitution currently gives the center the exclusive right to tax services, while precluding it from taxing retail sales. To introduce the GST, a “grand bargain” therefore needs to be struck between the center and the states. Specifically, the latter would agree to let the center tax sales, in exchange for a share of GST revenues.
10 Labor and capital income of households are assumed to be taxed at the same rate.
1 The chapter is largely based on papers by Gupta (2005) and Gordon and Gupta (2004).
2 The output-to-value-added ratios are averaged over the years for which input-output tables are available.
3 Private final consumption expenditure on communication rose by ½ percent of GDP at current prices over 1990–2004 but, at constant prices, it increased by 2 percentage points.
4 The millennium bug or Y2K problem arose because computer programs stored years with only two digits and the year 2000, represented by 00, would be interpreted by software as the year 1900. This could have caused computers to stop working or produce erroneous results.
5 Unfortunately, there is no breakdown for exports of other types of business services and telecommunications, which are recorded together in a miscellaneous category. That category, excluding software and BPO, accounted for about one-third of services exports in 2004/05.
6 The dummy variable for reform measures is based on information provided in other studies and is assigned a value of 1 if the activity was opened up for FDI, external trade, or private ownership. The following observations were assigned a value of 1: hotels, from 1991 to 1995; transport other means, from 1996 to 2000; communication, from 1991 to 1995; banking, from 1986 to 1990; insurance, from 1996 to 2000; business services, from 1991 to 1995; and community services, from 1996 to 2000. The dummy was created using information in Mattoo and others (2003) and information provided by Arpita Mukherjee of the Indian Council for Research on International Economic Relations.
7 The IT sector encompasses software and services (ITS—systems integration, packaged software support and installation, application outsourcing, custom application development, etc.), IT-enabled services (ITES—human resources, customer care, payment services, finance, etc.), and hardware.
9 Wages for entry-level software developers rose by almost 50 percent between 2002 and 2004, while wages for project managers almost doubled (Farrell and others, 2005).
1 Prices have fallen in the most competitive segments for which the quotas were binding. In other words, the quota premium was keeping the prices artificially high and these started falling once the quotas were removed.
2 The ETE measures the degree of restrictiveness of a quota. Exporters in countries where the quotas are binding need to buy the quota. Since the market clearing supply of quotas is not available, they sell at a premium imposing, in effect, a tax on exports. Therefore, increasing restrictiveness leads to rising ETEs. However, the removal of all ETEs may overestimate the impact of liberalization, since the GTAP model does not permit the elimination of simply those export taxes that are related to the MFA/ATC quota elimination.
3 The simulated 50 percent reduction in China’s export quotas is aimed at analyzing in a general sense the sensitivity of Scenario I to the presence of safeguards in general. The model is not sufficiently detailed to capture the precise impact of the current EU and U.S. limits on imports on specific Chinese T&C products.
4 Results are in 2001 constant dollar terms. The regression results are relative to the base year 2001. The impact on welfare is measured by the change in equivalent variation. The equivalent variation is the income change, which at current prices would be equivalent to the proposed price change, that is, the income change needed to keep the utility of the consumer unchanged.
5 The negative welfare effect for India is derived after taking into account the possible positive effect on domestic consumers because of the reduction in prices.
6 Small-scale industry is defined as one in which investment in fixed assets does not exceed Rs 10 million (about $0.2 million). Qualifying firms receive preferential treatment in a number of areas, including access to bank credit and lower tax rates.
7 In China, foreign retailers will have the right to set up distribution networks through wholly foreign-owned enterprises, without any geographical or quantitative restrictions.
8 In this chapter, we present the results for India and China.